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Abstract  In this paper, we evaluate the performance of the photonic packet switch architecture to which packet scheduling
algorithms is applied with fiber delay line buffers which function as the shared buffer. Since, in a shared buffer type switch, a void
space introduces unacceptable performance degradation when high traffic load conditions, we propose a void space reducti
method to resolve the problem. Our simulation results show that our proposed method achieves the stable performance in th
shared buffer type switch under high traffic load conditions. Next, we consider the feasible design of the architecture for the
algorithms with a PLD design software, and we discuss the feasibility of the algorithms from the viewpoint of the processing

delay time. Through the simulation experiments, we found that the number of wavelengths in the switch greatly influenced the
processing delay time.

Keywords WDM, Photonic Packet Switch, FDL Buffer, Packet Scheduling Algorithm, Hardware Feasibility
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The progress of optical transmission technology in recent |___| :D OGR!

years has been remarkable especially in achieving a Thps i
class of transmission speed. However, as the bandwidth is in-Tme»monzgd
creasing sharply because of advances in optical transmissiort :
technology, the electronic technology for switching systems

is approaching its limit. Thus, we need a photonic network o
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which can incorporate functions such as the multiplexing, de-  ® ; 1
multiplexing, switching, and routing functions in an optical re
DMUX w

domain, through which electronic control can be minimized.

Fixed wavelength

Then, we can expect to see a super—high speed network that Tunable wavelength converter

converter

exceeds the speed limit of the electronics devices. ) . . :
In this paper, we study packet scheduling algorithms for Figure 1: Shared buffer type photonic packet switch architec-

the photonic packet switch. In the packet switch, packet lossture
is caused by the contention of more than two packets des-The rest of the paper is organized as follows. In Section 2,

tined for the same output port. In the conventional electronic \ye priefly present shared buffer type architecture for photonic
switch, the output times of those packets are shifted by apacket switch supporting variable length packets. In Section
store-and-forward technique utilizing RAM (Random Access 3 we describe packet scheduling algorithms that determine
Memory), and resolving packet contention is a simple proce- he wayelength of packets inserted in the FDL buffer, and then
dure. However, in the photonic packet switch, we need to takeyresent the void space reduction method. In Section 4, we in-
other approaches because RAM in an optical domain is still {yoqyce the simulation model and evaluate the architecture. In
not available. For instance, optical buffering is achieved by gection 5, we discuss the feasibility of the packet scheduling

using optical fiber delay lines (FDL) for packet contention 4igorithms. Conclusions and future work are summarized in
resolution [1, 2, 3, 4]. Using FDL, packets are stored in ggction 6.

different lengths of delay lines, through which the departing
times of packets are time-shifted. Another technique used f0r2 Photonic Packet Switch Architectures

resolving packet contention is to introduce wavelength con- . ) L
version on FDL, where the wavelengths of more than two The photqnlc packet switch that W_e_con5|der in this paper ac-
packets contending the same output port are converted to dif-CEPLS variable—length packets arriving asynchronously at the
ferent wavelengths by using tunable wavelength converters.NPUt port. Arriving packets are synchronized at a time with
Although wavelength conversion requires a higher hardware @ Predefined size. A synchronization mechanism for asyn-
cost, it results in a better performance [5, 6]. However, once chronously arriving packets is presented in [7]. .
the packet is injected into the FDL, it cannot be sent to the "€ packet length is an integer multiple of the time slot
output port for the time duration corresponding to the length Siz&- When we utilize FDL, the time slot size affects the per-
of FDL. Thus, we need an effective packet scheduling algo- formance of the SW|tch_ when Fh_e variable—length packets are
rithm for WDM-based FDL (or WDM-FDL in short), and this treated._ For ex_ample, in [11], itis shown_ thgt the best perfor-
is the main subject of this paper. mance is obtained when the time slot size is set to apout 30
In this paper, we evaluate the performance of photonic percent of thg average.packetsae. We vylllalso. use this value
packet switch with WDM-FDL supporting variable—length N the simulation experiments presented in Section 4 and Sec-
packets. We assume that all arriving packets are synchroton -

nized at the predefined time slot, and packet length is given 1€ Photonic packet switch is equipped with wavelength
by an integer multiple of the time slot. Note that time— converters and optical buffers in order to resolve contentions

synchronization of asynchronously arriving packets can be ©f Packets. A numbeiV’ of the wavelengths are multi-
realized by the technique presented in [7]. In this paper, we plexed on the fiber and the packets are carried on_the wave-
consider a shared buffer type switch, where all the packets'€ndth. The wavelengths are demultiplexed at the input port
failing to acquire the output port are sent to the single FDL ©f the switch. The packet on the wavelength is then time-
buffer within the switch. In addition, we also studied an out- Synchronized at the time slot. Then, the packet scheduling
put buffer type switch, which stores packets in the WDM- algorithm determines the destination of each arriving packet.
FDL buffer attached to each output port, and found the ad- If the correspondin_g output port is availaple, the packetis sent
vantage of the shared buffer type switch from the viewpoint © the output port directly after being assigned the appropriate
of hardware cost through the comparative evaluation betweenvavelength. Otherwise, itis inserted in the optical buffer ac-
the shared buffer type switch and the output buffer type switch cording to the scheduling algorlthm. The scheduled packets
in [8]. As described above, the use of a packet scheduling al-2"€ sent through a space switch. The Wavelength of the packet
gorithm is important for enabling the photonic packet switch 1S converted to the proper wavelength by a fixed wavelength
to achieve a high performance. We apply packet schedulingcOnVverter at the output port. ,
algorithms proposed in [9, 10] to the above packet switch-  ©One FDL buffer consists of a numbér of delay lines,

ing architecture and evaluate the performance of the switch.Which are set up in parallel. The length oith delay line
Also, we propose a new packet scheduling algorithm called S 72 i time slot size. As we will descrllbe later, the number
the void space reduction method. Furthermore, we consider Of wavelengths on FDL (denoted By;) is equal to or larger

the feasible design of the architecture for the algorithms with than the number of wavelengths on the inputand outputfibers,
a PLD design software, and we discuss the feasibility of the W. In the following, we call the number of delay lines in one
algorithms from the viewpoint of the processing delay time. FDL buffer abuffer depth (denoted byB), and the number of



delay lines in the whole switchlauffer size (denoted byB ). Status of buffer queue  (wavelength: w1) :

Thevirtual buffher S.ZGri]S denrc:ted b)BT ;( W;. for output 1 ! foroutput 3 for output 2 | 1o each oupt port
Figure 1 shows the architecture of the shared buffer type Sy —_—
switch, which has one shared FDL buffer, and the packets are : \\\k\& :
stored at the same buffer regardless of the destination output
port. When the contention cannot be resolved by wavelength
conversion, the packets are sent to the FDL buffer. When : ‘
the contention of packets can be resolved by wavelength con- 't. 'to
version, on the other hand, the packets are sent to the output
ports directly. The shared buffer type switch has only one

FDL buffer with T virtual input lines. The buffer siz& 1 is
equal toB.

Virtual queue of output port 1 (wa:ivelength: wi)
: void space

Figure 2: Void space in shared buffer type switch

Assign the same wavelength
as the wavelength in buffer

New packet for output port 1

3 Packet Scheduling Algorithms

A packet scheduling algorithm is needed in order to determine "
the wavelength and FDL for the arriving packets. In this sec- w
tion, we consider thattime is synchronized and multiple pack- .
ets may arrive at the time slot boundary because the packets
one synchronized by an appropriate method as described in
the previous section. For each of the packets arriving within

Void Space
Reduction Method

t

the time slot, the packet scheduler finds the appropriate wave- FDL Buffer Virtual quee of output port 1
length and delay line as follows. If an unused wavelength on _ . _
the output port is found, the packet is sent to the output port Figure 3: Void space reduction method

directly. When no wavelength is available at the output port,

the appropriate FDL is found. ever, this feature causes the unacceptable performance degra-

dations as we will demonstrate in the next section.

3.1 Buffer Control Algorithms Since the shared buffer type switch has a single buffer,
Algorithm AO: Assign the Wavelength in Round-Robin the queue length of the buffer becomes in long a high traffic
Fashion load condition. Consequently the output interval between two

One of simplest forms of the algorithm is to assign the wave- Packets destined for the same output port becomes large, and
length for packets arriving within the time slot in a round- this is called thevoid space in this paper. As an example,
robin fashion. This is simple and easy to implement. The Figure 2 illustrates why and how the void space appears. At
information that the algorithm should hold includes (1) the ©utputport1, a packet is being sent on wavelengih The
latest number of the wavelength to which the previous packetdueue counter is then increased by the packets sent to output
is assigned, and (2) the queue lengths of the wavelengthsPOrts 2 and 3. Now, a new packet destined for output port 1
The latter can be implemented by using a counter associated@'Tives at the switch. If the packet is assigned wavelength

with the wavelength, which is increased incrementally by the the packet will be stored at the back of the queue of the buffer
packet length (in time slot) when the wavelength is chosen by Pecause wavelength, of output port 1 is in use. Then, a
the algorithm and decreased decrementally by one at every/0id space of length 4 appears, leading to low utilization of

time slot. output port 1. In this case, it is impossible to use output port
1 until all the buffered packets are transmitted, regardless of

Algorithm Al: Assign to the Buffer with Minimum whether the port is actually in use or not.

Queue(9, 12] The void space and the excess load are considered in [13]

Algorithm Al assigns the packet to the wavelength with the and [14], respectively. However, the void space used in this
minimum queue length. The order selection of the packet paper is different from those. The void space and the excess
from among the ones arriving within the time slot is ran- load are the actual empty spaces between the asynchronously
dom, or is simply decided according to the input port number arriving packets, which are destined for the same output port.
at which the packet has arrived. For this purpose, a simpleOn the other hand, the void space in this paper is the portion of
counter associated with the wavelength is utilized, as in Al- fiber that the packets for the different output ports are stored
gorithm AO. Then, the appropriate FDL is selected for the between two packets for the same output port. Then it causes
packet to be sent to. If the FDL buffer is full, the packet is the low utilization of output ports. In [13], a void filling al-
discarded. This algorithm is simple and packet scheduling is gorithm has been proposed. However, it needs to maintain
easy to implement because the procedure used by the schedbe arriving/departing times of all packets stored in the buffer
uler only seeks the minimum queue length for each packet. in order to insert a new packet within the void space. There-
fore, the algorithm complexity is very high and is difficult to
3.2 Void Space Reduction Method implement.
In order to prevent errors in the ordering of packets, the switch Our proposal, called theoid space reduction method, re-
processes packets in order of arrival. Thus, when the packet isluces the ill-effect of the void space by using wavelength
sent to FDL, a newly arriving packet with same input/output conversion. The wavelength of the packet is converted such
ports as the previously arriving packet should not be sent to that the influence of the void space is minimized. Figure 3 il-
the shorter FDL. The Algorithm A1 have this feature. How- lustrates our approach. Suppose that a new packet destined
for output port 1 arrives at the switch. The packet is as-



in Section 3. Figure 4 shows the simulation results of packet
loss probability dependent on the buffer size in the shared
e buffer type switch. In this figure, the performance of the
: switch decreases when the switch is equipped with a larger
buffer size. This is because the queue length becomes long
. and the possibility of a void space appearing becomes high,
ﬁ:ggm RO as was described in Section 3.2. It can be observed that the
Algorithm A1 + Void Reduction —s— | performance is dramatically improved by introducing the void
load = 0.4 space reduction method.

Packet Loss Probability

5 Feasbility of the Packet Scheduling Algo-
rithms

o 4 8 12 16 20 24 28 3 In the simulation results, we have observed that our proposed
Buffer Size By (= B) method can achieve the drastic improvement of the perfor-

) » . mance. However, we have another issue which should be dis-
Figure 4: Packet loss probability (packet scheduling algo- ¢ssed. It is the feasibility whether these algorithms can be

rithms, load = 0.4, 0.6, 0.8) actually executable, or how much progress of hardware de-
vices is required in order to implement those algorithms. In

signed wavelengtly, and is stored in the buffer. If the next g section, we discuss it from the viewpoint of the process-
arriving packet is assigned wavelength, a void space be- ing delay time by the algorithms.

tween two time slots appears. On the other hand, our method
compares the queue lengths of the wavelength buffers and ses 1 pD |mplementation and Simulation

lects a wavelength which will minimize the void space. In |n order to consider the feasibility of the packet scheduling
the above case, the new packet is assigned wavelength  a|gorithms, we design the hardware architecture for the algo-
and thus we can avoid void space completely. Note that thisyithm by using the PLD (Programmable Logic Device) design
method can only be applied to Algorithms AL.  tool. We describe the source code in VHDL (VHSIC Hard-
More specifically, our method works as follows. We in-  \yare Description Language), and we measure the processing
troduce avirtual queue within the physical shared buffer. A delay time of the algorithms through the simulations.
virtual queue is a logical queue maintained for each of the  Now, we explain the detail of the PLD implementa-
combinations of the output port and wavelength on the out- tion and simulation. The PLD design tool that we used is
put fiber. There are a numbar x W of virtual queues inthe  MAX+PLUS®II software by Altera Corporation [15]. First,
shared buffer. We also introduce a counter to maintain the out-ye consider the scheduling phase of the algorithm by dividing
put time of the last packet in the virtual queue. When a new it into three parts separately. The reason why we introduce the
packet arrives and is decided to be stored in the buffer due togcheduling phase is that we want to simplify the implementa-
no available wavelength, the scheduler finds the smallest dif-tion of the algorithms.
ference between the physical queue length of the wavelength e define three scheduling phases as follows.
and the virtual queue counter. Then, the packetisinserted into 4 ppase P1: Zero Decision of the Queue Length, which

FDL. After the packet goes through the FDL, the wavelength examines whether free wavelength exists in the output
of the packet is tuned to the wavelength that is actually used port. If the queue of which length is zero exists, the
on the outputfiber. _ _ _ packet is sent to the destination output port directly.
Lastly, it should be noted that in order to implement this Otherwise, it is inserted to the optical buffer. This
methqd, Wavellength conversion_is necessary, which may lead scheduling phase is necessary in algorithms A0 and A1
to a higher switch cost, but the improvement in performance o phase P2: Comparison of Buffer Queue and Virtual
is remarkable, as we will demonstrate in the next section. Queue, which compares the length of the buffer queue
_ ] with that of the virtual queue in each wavelength. This
4 Performance of thePhotonic Packet Switches is necessary in algorithm A0 and Al.
4.1 Simulation Model e Phase P3: Search for the Shortest Queue, which
For evaluation, the photonic packet switch and arriving traffic searches the queues in the buffe_r or the destina_tion out-
are modeled as follows. The numbers of input/output pirts put port for the shorﬁest one. This is necessary in algo-
and wavelengths on the fib8f are set to be 16 and 8, respec- rithm Al and the void space reduction method.

tively. The wavelength capacity is 40 Gbps. A packet arrives In the packet scheduling algorithm, the other processes in-
according to a Poisson process. The average packet lengthluding the increment of counters are required. However,
is 400Bytes. The packet length is exponentially distributed, we ignore such processing time since the processing delay
but truncated at 1000Bytes. The time slot size is 20ns, whichtime of them are much smaller than those of the above three
corresponds to 30% of the average packet length [11]. Everyscheduling phases.

input fiber and wavelength has the same packet arrival rate, We now take a close look at the simulation results. Fig-
and the destination output port of the packet is chosen ran-ure 5 shows processing delay time dependent on the num-

domly. ber of wavelengths in the fiber in each scheduling phase. As
shown in this figure, the processing delay time in phase P2
4.2 Evaluation of the Packet Scheduling Algorithms is fixed regardless of the number of wavelengths. It is be-

In this subsection, we evaluate the packet scheduling algo-cause the comparison of two queue lengths can be processed
rithms A0, Al and the void space reduction method describedsimultaneously. On the other hand, those in phase P1 and P3
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Figure 5: Processing delay times of scheduling phases  Figure 7: An example of wavelengths grouping methock (4
4 switch, 8 wavelengths, 4 groups)
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Algorithm A1 + Void Reduction .

= 507 Table 1: Wavelength groups (4 4 switch, 8 wavelengths, 4
=
= _ groups)
2 L Algorithm A1 -
£ o [nputDoutput] T | 2 [ 3 | 4 |
>
‘;; 30 1 w1, W2 | W3,Wq | W5, We | W7, Ws
2 Algorithm A0 2 wr,ws | wi,ws | wsz,ws | ws, We
% 20 | / 3 ws, we | wr,ws | w1, wy | wg, wy
(8]
2 — 4 w3, Wy | W5, W | Wy, Ws | Wi, W2

10 t .

0, . . " 1 2 for each packet. The wavelength in the selected group is as-

signed to the packet. We illustrate an example in Figure 7
and Table 1. WhenV numbers of input/output ports and
W wavelengths on the fiber are four and eight (fram to
wg), respectively, and we set four groups of wavelengths, the
packet that arrives at the input port 1 and is destined for out-

increase as the number of wavelengths increases, because tR¥t port 1 will be assigned wavelengih or wavelengtho,,
procedures of phase P1 and phase P3 are sequential depen@?d the packet that arrives at the input port 2 and is destined
ing on the number of wavelengths. In Figure 6, we derive the for output port 3 will be assigned wavelength, or wy. In
processing delay time for packet scheduling algorithms basedthis way, the processing time for wavelength search can be
on the results in Fig. 5. In this figure, the processing time reduced. Of course, the range of wavelength selection be-
of scheduling phase P3 is a burden for the packet scheduling?0mes narrow. Figures 8 and 9 show the simulation results of
algorithms. For example, when the number of wavelengths Packet loss probability in the switch applied the wavelengths
is 8, the processing delay time of algorithm A0, Al and A1 9rouping method. As shown in these figures, as the number
with void space reduction method is 8.6ns, 23.9ns and 39.2ns 0f groups increases, the performance of a switch is degraded.
respectively. Therefore, we can observe it may be concluded-Or example, when the number of groups is more than 4, even
that the algorithms which include the procedure of phase P3the void space reduction method can not achieve the superior
needs much more processing delay time for their execution.Performance. Therefore, it is important to consider the trade-
However, we can reduce the processing delay time for theOff between the performance of the switch and the processing
packet scheduling algorithm with the reduction of the rele- delay time of the packet scheduling algorithm.

vant wavelengths as described in the next subsection.

Number of Wavelengths

Figure 6: Processing delay times of packet scheduling algo-
rithms

5.3 Consideration of the feasibility
5.2 Wavelengths Grouping M ethod The simulation results for the implementation have shown
If the too complicated packet scheduling algorithm, requiring thatitis difficult to apply the packet scheduling algorithms to
slow electronic is applied to a switch, it is difficult that the the switch with the present technology of electronic devices.
controller processes all the arriving packets in one slot time. However, the progress of the technology for semiconductor is
Therefore, it is important to introduce the packet scheduling "fémarkable, and that does not deny the feasibility in the near
algorithm posing a reasonable processing delay time within afuture.
time slot. One effective way to reducing the processing de- ~ For example, Table 2 shows the technology road map
lay time is to decrease the number of the wavelengths thatfor ASIC (Application-Specific Integrated Circuit) [16]. The
the scheduler have to examine, because the processing déoad map predicts that the chip frequency improves twice or
lay time much depends on the number of wavelengths as dis/more for 8 years. If the prediction turns out to be correct, the
cussed in the previous section. To realize it, we propose theProcessing delay time of algorithm A1 with void space reduc-
wavel engths grouping method, which divides the wavelengths ~ tion method will be decreased to less than_ZOrjs about 10 years
on the fiber into several groups and determines the group de&fter. It encourages us to expect the realization of the packet
pending on the combination of its input port and output port Scheduling algorithms.
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Table 2: Technology road map for performance of ASIC [16]

1
Year 2000 | 2002 | 2004 | 2008 | 2014 [10]
Frequency (MHz)|| 559 | 700 | 828 | 1,200 | 1,800
[11]
6 Conclusion [12]

In this paper, we have evaluated the performance of the pho-
tonic packet switch architecture to which packet scheduling
algorithms is applied with fiber delay line buffers which func-

tion as the shared buffer. We proposed the void space reducr1 ]
tion method, and the method could improve the performance
of the shared buffer type switch. Furthermore, we discussed
the feasibility of the packet scheduling algorithms from the
viewpoint of the processing delay time. And, we considered
the feasibility with a hardware implementation and a technol- [14]
ogy road map.

In future work, we need to consider the more effective [15]
packet scheduling algorithm in the viewpoint of reduction of
the scheduling time and improvement of the performance of
the switch. [16]
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