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Abstract

In recent years, the applying area of ad hoc networks has expanded, and demands for interconnection with wired networks and the same service offered in wired networks have risen. In the integration of ad hoc networks and wired networks, TCP (Transmission Control Protocol) will be used as a transport layer protocol because TCP is generally used in wired networks. However, when TCP is used in an ad hoc network, it is known that the throughput of TCP will deteriorate because of the high error rate of wireless channels and the collisions of packets. Many other studies convert TCP itself, or propose a new transport layer protocol to solve these problems. However, we do not want to modify TCP itself because seamless communication between wired networks and ad hoc networks is desirable. Therefore, in order to increase TCP performance in an ad hoc network, support from the lower layers of the transport layer is required.

In this thesis, we propose two techniques that approach from the data link layer. First, we focus on the frequent collisions of the opposite direction’s packets of data and ACK. We reduce the collisions of packets by combining a data packet and an ACK packet and transmitting them simultaneously. With this technique, we can increase the efficiency of wireless channel utilization, reduce the number of packet collisions, and improve the performance of TCP. We have found that throughput can be improved by up to 60% by applying this technique. Moreover, although retransmission by the data link layer is generally required for errors on a wireless channel in ad hoc networks, duplicate packets due to the disappearance of a receipt check can be generated at the same time and increase network vain load. In the high load networks, packets tend to
collide, and duplicate packets are often generated. Once loads begin to become high, the loads will increase further and further. Although TCP controls congestion, TCP tends to experience such a situation, because TCP cannot respond to the increase of the load by duplicate packets. Therefore, we propose a second technique of performing retransmission of the data link layer efficiently according to the load of the nodes. Furthermore, we evaluate its performance by simulations and show that the performance of TCP improves by the proposed techniques. We have found that throughput can be improved by up to 16% with this technique and that this technique is effective when wireless channel error occurs.
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1 Introduction

With the progress of wireless communications technology, a wireless network that communicates through radio waves has been put into practical use and its application to various fields has spread. Among systems that build wireless networks, a cellular communication system connects a terminal through a base station connected to a wired network like a cellular phone or wireless LAN. On the other hand, an ad hoc network is a system that can build a self-organized network because wireless terminals communicate with each other and exchange network information over the wireless channel. These terminals are able to relay packets for another terminal and can form a wide-area multi-hop wireless network. Since an ad hoc radio network needs neither a base station nor a wired circuit, it does not need to wire at the time of arrangement of a terminal or network extension, and can respond to dynamic change of the network as a result of failure, movement, etc., of a terminal by autonomous operation of each terminal. Therefore, analysis of the characteristics of ad hoc networks and research on routing protocols are now done briskly [1-9].

In recent years, the application area of ad hoc networks has been expanding, and the interconnection with wired networks and the demand for the same service offered in wired networks are increasing. In wired networks, since TCP (Transmission Control Protocol) [10] is generally used as a transport layer protocol, it is used for communication also in ad hoc networks. Generally, a wireless channel has a more unstable transmission quality than a wired circuit, and since packet loss occurs frequently, also in a wireless network by the cellular communication system, the technique for transmitting TCP efficiently has been a problem. Moreover, since an ad hoc network becomes a multi-stage composition of a wireless channel and movement of terminals is generated, cutting of a connection and change of a route will tend to take place, and the performance of TCP will deteriorate remarkably. Therefore, also in an ad hoc network, it is important to establish a technique for transmitting TCP efficiently.

Many studies to the improvement of TCP performance have been dedicated over ad hoc networks [6, 11-17]. Much of this research has focused on TCP performance degradation caused
by terminal movement. For example, [6] developed the explicit link failure notification (ELFN) technique. ELFN reduces the effect of the decrease of the TCP window size when a link failure occurs in the middle of a route. In this technique, a node freezes the TCP mechanism when a link failure occurs, thus preventing the TCP from making the window size excessively small, and so the TCP performance is improved. Although [6] focused on node mobility, we have examined the performance degradation caused by short-duration link failure in an ad hoc network where the terminal is stationary. We have applied ELFN and developed a technique that improves the performance of such a network [18]. [14] and [15] produce techniques that distinguish route failure and congestion, and decide whether to control congestion or not. Therefore, they can cope with situations correctly. In [16] and [17], new transport layer protocols that are suitable for ad hoc networks are introduced. However, in this thesis, we do not modify TCP because we regard the seamless communication between wired networks and ad hoc networks as the most important subject.

On the other hand, we found that simply avoiding link failure was not sufficient to improve TCP performance. Packet collisions occur because TCP is based on bidirectional communication. When TCP is used as the transport layer protocol, a TCP sender sends data packets and a TCP receiver receiving packets sends ACK packets to a sender for acknowledgement. In ad hoc networks, since nodes cannot distinguish between data packets and ACK packets, collisions often occur over wireless channels. As packets travel over multi-hop wireless links, they often collide. The IEEE 802.11 standard provides for channel reservation based on an RTS/CTS (request to send/clear to send) control message, but this causes another problem. Neighboring nodes that can receive radio-wave signals must be silent until the channel is released, especially in a high-density network topology. Many nodes cannot send packets they want to send, and eventually packet losses occur and performance deteriorates [19].

First, we propose a technique to improve TCP performance in an ad hoc network that focuses on the bidirectional characteristic of TCP. In this technique, if a data packet and an ACK packet meet in an intermediate node, they will be collectively transmitted in an opposite direction simul-
taneously. In this way, packet collisions are avoided and effective use of a wireless channel is achieved.

To evaluate this technique, we applied it to an ad hoc network that uses table-driven routing with fixed terminals. In a fixed ad hoc network, packet losses are caused mainly by packet collisions rather than by node mobility. In this way, we clearly see the effect of this technique. Flexible Radio Network (FRN) is a commercially available product based on an ad hoc network system, and it is driven by a routing table with fixed nodes [20, 21]. We therefore used FRN to evaluate our proposed technique. Through a simulation using networks with various topologies, we found that throughput could be improved by up to 60%, or at least 10% in a very high load situation, by applying our proposed technique.

Moreover, retransmission by the data link layer is generally required for errors on a wireless channel in ad hoc networks. However, if a receipt check is lost by an error or a collision, duplicate packets will occur at the same time and increase the vain load of the network. In a high load network, packets tend to collide and duplicate packets are often generated. Namely, once the load begins to become high, the load will increase further and further. Although TCP controls congestion, TCP tends to experience such a situation, because TCP raises the window size in order to obtain as good a throughput as possible and cannot correspond to the increase of the load by duplicate packets peculiar to an ad hoc network. Therefore, we propose a second technique of performing retransmission of the data link layer efficiently according to the load of nodes. If the load of a network is high, since the collision probability of a packet is high, the interval in which to retransmit a packet is extended. Conversely, if the load of a network is low, the response time of TCP will be shorter by retransmitting quickly. We again use the FRN system to evaluate this proposal.

This thesis is organized as follows. In Section 2, we begin by describing the Flexible Radio Network (FRN). We introduce the outline of system and protocol of FRN. In Section 3, we investigate the problem of collisions of data packets and ACK packets of TCP, propose a technique to reduce the effect of the problem, and then evaluate this technique by means of simulation. In
Section 4, furthermore, we investigate the problem of collisions of packets and the high incidence of duplicate packets due to the high load of the network. Therefore, we focus on a packet retransmission control mechanism and propose a technique to reduce the effect of the problem. Then, we evaluate this technique by means of simulation. Finally, we conclude this thesis and outline several remaining research topics in Section 5.
2 Target Ad Hoc Network System

2.1 System Description

In this section, we introduce an ad hoc network system this research targets. The Flexible Radio Network (FRN) is a multi-hop wireless network system developed by the Fuji Electric Company. It is a data-collection system that has been used as a kind of sensor network. Early FRN applications have included power consumption data collection, usage information collection from ski-lift gates, and sales account collection and monitoring of vending machines.

The composition element of FRN is shown in Figure 1. In the FRN, every wireless terminal is called a node. Nodes with which a node can communicate directly are called neighbor nodes. Every node is able to select a route for a packet and relay the packet to a neighbor node. Specifically, a host node that links to the Data Terminal Equipment (DTE: Data Terminal Equipment) and generates and receives data packets and other nodes called relay nodes make up a multi-hop network. Every node maintains the network information in a configuration table that contains the routing information from the node to each destination node (Table 1). The routing information consists of a list of the neighbor nodes on the route to the destination node and the hop count of the route (Table 2). Each node obtains the number of times of the shortest relay from a network.

![Figure 1: Structure of FRN](image-url)
configuration table to all nodes, generates a configuration control packet as shown in Table 3, and transmits to the neighbor nodes, without specifying a destination node, for every fixed cycle called configuration control cycle. The node which received the configuration control packet reconstructs an own network configuration table based on the information.

The reliability of the wireless channel in the neighbor information in Table 2 is a value showing the success probability of communication between nodes, and it is managed as a reliability managed table as shown in Table 4. Each node holds the receiving situation of the configuration control packet of past $X$ time as a reliability value like $Y/X$, and $\Box$ and $\times$ mean receiving and un-receiving of the configuration control packet from other nodes. Moreover, whether nodes recognize it as direct communication being possible sets a threshold to a reliability. If the reliability

Table 3: An example of a configuration control packet

<table>
<thead>
<tr>
<th>ID:0</th>
<th>ID:1</th>
<th>ID:2</th>
<th>ID:3</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0^*$</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>...</td>
</tr>
</tbody>
</table>

$^*$Its own number of times of relay is set to 0.
Table 4: An example of reliability managed table

| ID:0 | ⬤ × ⬤ ⬤ - ⬤ × |
| ID:1 | × × ⬤ ⬤ - × × |
| ⋮   | ⋮             |
| ⋮   | ⋮             |

to the node is larger than the threshold, the node will be recognized as a neighbor node and it will be registered in a network configuration table. On the other hand, if the reliability to the node is smaller than the threshold, the node will not be recognized as a neighbor node.

The FRN’s routing system is table-driven, like a DSDV (destination-sequenced distance vector) type [1], with periodic communication. Routing protocols of an on-demand type, such as AODV (ad-hoc on-demand distance vector) [1], are suitable for networks whose nodes move rapidly. However, FRN nodes are basically stationary, they can know their neighboring nodes, and manage through a routing table. Later on, we outline the FRN routing method and the FRN data-link protocol.

2.2 Protocol Description

2.2.1 Data–link Protocol

In the FRN, the wireless channel is divided into fixed-length time slots. When a packet is to be sent, the node wanting to send the packet does a carrier sense at the start of the time slot and this carrier sense prevents the packet from colliding with another. In addition, acknowledgement between neighboring nodes is done using a packet which is also used for forwarding from one node to the next. Every neighboring node in a wireless network can receive packets from a node even when it is not the packet source/destination. We call such a packet a relay echo in the FRN. The final destination node of a packet does not forward the packet, instead sending a relay echo, and so it sends a FRN ACK packet to the previous node. Forwarding of a packet and sending of
a FRN ACK are done in the time slot immediately after the slot in which the node receives the packet. Figure 2 shows the relay echo mechanism.

When the transmission of a packet fails because of a link failure or packet collision, the node resends the packet after waiting for a random number of time slots to prevent another packet collision. Although this random number of time slots is generally within a range of three to five slots, the most desirable number of slots is undetermined. We therefore examined the interval of random time slots, setting it as 3-5 slots (the conventional number) as the shortest interval, 3-9 slots, 3-13 slots, and 3-25 slots as the longest interval.

The maximum lifetime - the maximum time that a packet is allowed to exist within a network - is defined by slot for all packets and set at the source node. This lifetime is decreased by one for every time slot even if the packet remains in a buffer. When the value reaches zero, the packet is discarded. In the original FRN system, the value of this parameter was defined to be long enough for a network scale. If the value is too small, packets cannot reach their destination; if the value is too big, unneeded packets remain in the network for a long time. Therefore, this value is very important. In this thesis, we tentatively set it as 32 slots.
2.2.2 Routing Protocol

In the FRN, each node manages network information in a *network configuration table*. The network configuration table contains the route information from the node to each destination node. The route information consists of a list of the neighboring nodes’ addresses on the routes to a destination node and the hop count of each route. This network configuration table is created through periodic exchanges of control packets that contain information regarding the shortest route.

Every node maintains multiple sets of route information for each destination node, and selects one when sending packets to that node. This selection method is as follows. For each destination, routes are classified into three groups according to their hop count (Figure 3).

- **Forward route**: The route(s) having the lowest hop count to the destination.
- **Sideward route**: The route(s) whose hop count to the destination is equal to the shortest hop count plus one.
- **Backward route**: The route(s) whose hop count to the destination is equal to the shortest hop count plus two or more.

The transmitting-priority order with respect to which nodes to send to is forward route, sideward route, and backward route. If every transmission to a node on a forward route fails, transmission to a sideward node is attempted. If transmission along all possible sideward routes also fails, the node transmits to a backward node.
3 Technique to Prevent Collisions of TCP Data and ACK Packets

3.1 Problems in Bidirectional Communication of TCP

From our past research [18], we found that simply avoiding link failure was not sufficient to improve TCP performance, and the collisions of packets become big problem. Packet collisions occur because TCP is based on bidirectional communication. When TCP is used as the transport layer protocol, a TCP sender sends data packets and a TCP receiver receiving packets sends ACK packets to a sender for acknowledgement. In ad hoc networks, since nodes cannot distinguish between data packets and ACK packets, collisions often occur over wireless connections. As packets travel over multi-hop links, they often collide. The IEEE 802.11 standard provides for channel reservation based on an RTS/CTS control message, but this causes another problem. Neighboring nodes that can receive radio-wave signals must be silent until the channel is released, especially in a high-density network topology. Many nodes cannot send packets they want to send, and eventually packet losses occur and performance deteriorates [19].

In this thesis, we propose a technique to improve TCP performance in an ad hoc network that focuses on the bidirectional characteristic of TCP. In this technique, if a data packet and an ACK packet meet in an intermediate node, they will be collectively transmitted in an opposite direction.
simultaneously. In this way, packet collisions can be avoided and effective use of a wireless channel achieved.

### 3.2 Proposed Technique

We explained the problems that arise in ad hoc networks in Section 3.1. In this thesis, we focus on the problem of packet collisions caused by bidirectional TCP communication.

Here we explain our proposed technique to alleviate the problem of packet collisions. ACK packets are very small, containing only TCP header information. Transmitting such an ACK packet using a time slot as big as that used for a data packet wastes wireless channel capacity. Therefore, we have considered ways to transmit a combined data and ACK packet by exploiting a characteristic of a wireless channel: that all nodes within the range of an electric wave used to transmit a packet can know the packet contents.

To put it more concretely, every node needs to have two queues. Data packets and ACK packets are saved in their respective queues. When a packet is in both of queue, each destination is determined, and the combined packet is transmitted in a form where an ACK packet is added to a data packet. If each node has only one queue, the combined data and ACK packet can be saved in the queue. However, the combined packet will be erased when one relay echo or ACK (not of TCP but of FRN’s data-link layer) arrived in this case, and the function of the relay echo will be destroyed.

Figure 4 shows a process where our proposed technique is used. If a node does not have packets in each queue, the node behaves as before. If a node has packets in each queue, the node combines a data packet and an ACK packet from the top of each queue and sends the combined packet to two destinations (Figure 4(c)). If a node receives a combined packet, it then determines the two destinations of the combined packet, and when that node is one of the destinations, it receives the portion of the packet addressed to itself. If the node is not one of the destinations, it discards the packet. Here, we must be careful regarding the time slot that the next-hop nodes use to forward the packets. If the nodes forward the packet in the next time slot, as before, packet
collision invariably occurs and the node that sent the combined packet cannot receive each relay echo. To avoid this, we set up the time slot so that a packet is less likely to collide with another when nodes receive the combined packet. Figure 4(d) and 4(e) show this. Node 4 received the data-packet portion of the combined packet, so it postpones retransmitting the ACK-packet portion for one time slot to prevent a collision. Node 3 can thus receive each relay echo from nodes 2 and 4.

This technique enables more efficient use of the wireless channel and reduces the chance of packets colliding when a node has both data and ACK packets. When TCP is used as the transport layer protocol, there are bidirectional streams in the network, so intermediate nodes often possess both data and ACK packets. Thus, our technique should significantly improve TCP performance.

We evaluated the effect of the delayed ACK option of TCP [10]. The delayed ACK option is aimed at effective use of a wireless channel by sending collected ACK segments. When a destination node receives a data packet, the node delays the return of an ACK packet for a fixed time. All of a node’s accumulated ACK packets can be transmitted as one ACK packet if another data packet is receivable within this time. If the number of ACK packets can be lowered by using
this option, improved TCP throughput in the FRN can be realized. Therefore, we next evaluated whether our proposed technique is also effective when used simultaneously with this option.

3.3 Simulation and Evaluation

3.3.1 Simulation Model

We evaluated our proposed technique through simulations using ns–2 [22] with its radio propagation model extended by the CMU Monarch Project [23]. We used the IEEE 802.11 multicast transmission mode for all packet transmissions with a slight modification to simulate the FRN time slots. In all simulations, the time slots were synchronized at all nodes. This mode is a single-hop multicast that does not produce the channel reservation mechanism that is produced by RTS/CTS of the IEEE 802.11 unicast mode. The radio transmission range was 250 m and each node’s buffer capacity was large enough to inhibit buffer overflow in our simulations. Each node exchanged its network configuration table at intervals sufficiently long to not affect the system performance. We set the maximum lifetime as 32 slots in all simulations. This time slots is moderate length for topologies of all simulations.

We used the network topologies shown in Figure 5. A circle and a number in the circle mean a node and its address. A line connecting two nodes means that they can communicate directly. Although these topologies are very simple, we can use them to identify basic tendencies of our proposed technique and apply the results to the general FRN network. In all simulations, we used TCP Reno as the transport layer protocol. We also evaluated the case where the delayed ACK option was used. We used the Figure 5(a) topology to evaluate the technique in a pure bidirectional connection. In Figure 5(b), there is a crossing of connections and we evaluated the technique in such a case. Figure 5(c) shows a mesh topology, a more complicated topology with more random connections.

We used throughput as a measure of performance. The throughput was defined as the average number of acknowledged data packets sent from every node per time slot. That is, we measured the total network performance.
3.3.2 Evaluation Results

First, we evaluated throughput with the simplest topology (Figure 5(a)). In this network, node 0 was a TCP sender and node 4 was a receiver, so this connection looked like a chain of 4 hops. The results are shown in Figure 6. As mentioned (Section 2), we changed the retransmission interval from 3-5 time slots to 3-25 time slots and measured the throughput at each interval. Figure 6(a) and Figure 6(b) show, respectively, the results without and with the delayed ACK option. A similarity in the two figures is that throughput is low with a short retransmission interval, improves as the interval becomes longer, and eventually deteriorates again at the longest intervals. This is because many packets collide when the retransmission interval is short, lowering throughput, but as the interval becomes longer, packet collisions become less common. However, if the interval
is too long, the retransmission timing becomes late, the connection response becomes poor, and
the TCP performance deteriorates. Therefore, we must set the interval carefully. In this topology,
an interval of 3-17 time slots allowed the best throughput without the delayed ACK option and
our proposed technique improved throughput by 60%. With the delayed ACK option, the best
throughput was obtained when the interval was 3-13 time slots; in this case, throughput was im-
proved by 20%. The throughput with the delayed ACK option was better than without the option
entirely, because the option reduced packet collision in the network. The rate of improvement with
the option was lower, though, because packet collision had already been suppressed by the option.

Second, we used the cross-chain topology (Figure 5(b)). In this topology, we observed the
effect of collisions when there were two different connections. (The connection between nodes 5
and 8 was added to the connection shown in Figure 5(a).) The throughput shows the added value
of throughput of two connections. The results for this topology are shown in Figure 7. The general
pattern of the results was similar to that for the chain topology, but the rate of improvement with
our proposed technique was only 20% without the delayed ACK option and 15% with the option
- slightly lower than for the chain topology. Our proposed technique focuses on packet collisions
caused by one TCP connection, and if there are more than one connection in the network, cross
connections occur. Compared with a single-connection case, the degree of improvement thus
becomes smaller.

Next, we simulated three or more connections in the mesh network (Figure 5(c)). The three
connections were nodes 0 to 4, nodes 13 to 18, and nodes 15 to 16. The results are shown in
Figure 8. The pattern again resembled the previous cases with an 18% improvement without the
delayed ACK option and a 10% improvement with the option. Moreover, we simulated random
connections with the mesh topology. We set the number of TCP connections (i.e., the network
load) to 3, 6, or 9. Random connection meant that two nodes were randomly selected and one
became a sender while the other was a receiver. We generated 20 connection patterns and averaged
the rate of improvement. Since we had obtained the best throughput using 3-17 time slots in the
earlier simulations, we used 3-17 time slots here. The results are shown in Table 5. When there
Figure 6: Throughput of one connection on chain topology
Throughput of crossing two connections on cross-chain topology

(a) Without the delayed ACK option

(b) With the delayed ACK option

Figure 7: Throughput of crossing two connections on cross-chain topology
Table 5: Average percentage of improvement at the time of setting up a connection at random on mesh topology

<table>
<thead>
<tr>
<th>load</th>
<th>delayed ACK option</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OFF</td>
</tr>
<tr>
<td>3</td>
<td>23.47</td>
</tr>
<tr>
<td>6</td>
<td>15.86</td>
</tr>
<tr>
<td>9</td>
<td>12.38</td>
</tr>
</tbody>
</table>

were 9 connections, the network load was very high, but the rate of improvement was at least close to 10%. Thus, even when the load is very high and the connections are random, our proposed technique is effective in FRN.

Finally, we investigate the influence which the distance (the number of hop) between a source node and a destination node has on the proposed technique. It is considered that the effect of the proposed technique is influenced with a connection’s length. That is, since the response time of TCP becomes short when distance is short, the case where a packet exists in a middle node increases. Therefore, the case where combination of data and ACK packet is performed increases and it is expected that the effect of the proposed technique becomes large. We changed distance variously from 3 hop to 12 hop in chain topology, and performed the simulation. The time slot of retransmission was similarly set to 3-17 here. We show change of the throughput by changing a connection’s distance at the time making delayed ACK option On and Off in Figure 9, and show each rate of an improvement in Figure 10. These results indicate that the one where a connection’s distance is shorter has the large effect of the proposal technique. However, it is also revealed that the effect of proposed technique is large enough even when a connection’s distance is long.
Figure 8: Throughput of three connections intermingled on mesh topology

(a) Without the delayed ACK option

(b) With the delayed ACK option
Figure 9: Throughput of one connection on chain topology while changing the distance

(a) Without the delayed ACK option

(b) With the delayed ACK option
Figure 10: Average improvement of one connection on chain topology while changing the distance

4 Technique to Control Packet Retransmission

4.1 Problems of Packet Collisions in High Load Situations

In the preceding section, we focused on collisions of data packets and ACK packets of TCP, and proposed a technique for it. However, when TCP is used over an ad hoc network, the problem of other packet collisions still arises. TCP raises window size in order to obtain a better throughput. By this mechanism, the network load becomes high automatically and collisions of packets occur frequently. Moreover, duplicate packets due to the disappearance of receipt checks increase load and may degrade performance. The process in which the duplicate packets generate is shown in Figure 11. Figures 11(a) and 11(b) show that a packet is forwarded to a destination node. However, if a relay echo of the packet collides with another packet (Figure 11(c)), the node will not know that the packet could be forwarded correctly and will forward the packet to another node again (Figure 11(e)). In addition, in Figure 11(f), duplicate packets exist in the network. Therefore, once the load increases, it will continue to increase and the network will fail eventually. Although
TCP controls congestion. TCP tends to experience such situations, because TCP raises window size in order to obtain as good a throughput as possible and cannot correspond to the increase of the load by duplicate packets peculiar to an ad hoc network.

We then noted that retransmission by the data link layer overlaps retransmission of TCP and considered suppressing unnecessary retransmission by the data link layer. When the load of the network is light and when the error rate of a wireless channel is low, the probability that a packet will be transmitted correctly is high. Therefore, we felt that the necessity for retransmission by the data link layer is low in that situation and did not want to retransmit by the data link layer.
However, it turns out that such a method is difficult. The state where the error rate is high or the high state of the network load have a high probability that a relay echo will not come by a collision or a loss, etc., of a packet, and the receipt check of transmission becomes difficult. Retransmitting in such a state causes the generation of duplicate packets and leads to further load increase. Therefore, it is difficult to control whether it retransmits by the data link layer or not by means of the error rate or network load.

4.2 Proposed Technique

Here, we propose a technique for improving the throughput of TCP by controlling the interval of retransmission according to the load of a node and retransmitting packets efficiently. When the load of a node is high, in order to avoid a collision, dispersion of the interval of retransmission is enlarged. Conversely, when the load of a node is low, dispersion of a retransmitting interval is made small. By this technique, when load is high, the number of collisions decreases and a duplicate packet generation is suppressed. When load is low, a packet is retransmitted quickly, the response time of TCP becomes short, and the throughput of TCP improves.

We shall now describe the detailed contents of this proposal. We regard the transmitting failure probability of a node as the load of the node circumference, because a possibility that a packet will collide and transmission will go wrong is high when load is high. Each node preserves the transmitting history of the packet sent from itself, and saves whether the transmission succeeded or not, as shown in Table 6. A certain number of history is held during a fixed time. Each node gets transmitting failure probability from this history and regards it as the load of the node circumference. Next, each node controls the dispersion of a retransmission interval from its load. The dispersion of the retransmission interval is extended in proportion to the load, as shown in Figure 12. A horizontal axis is the load drawn from the transmitting history and a vertical axis serves as an interval corresponding to it. A node selects the minimum interval when the node judges that there is no load. The interval is extended according to the increase of the load and reaches the maximum at last.
Table 6: An example of transmitting history

<table>
<thead>
<tr>
<th>Sequence Number</th>
<th>3</th>
<th>4</th>
<th>4</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td>Destination</td>
<td>Node 5</td>
<td>Node 5</td>
<td>Node 2</td>
<td>-</td>
</tr>
<tr>
<td>Time</td>
<td>1003.03</td>
<td>1004.10</td>
<td>1004.60</td>
<td>-</td>
</tr>
<tr>
<td>OK or NG</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 12: Changing the retransmission interval by load

Next, we describe the matter that must be changed in order to use this proposal. Until now, a packet was discarded when the set-up life time reached zero, as we stated in Section 2.2.1. However, since the time to stay in each relay node will be changed by the load when this technique is used, it becomes difficult to set up a maximum lifetime by the source node. Therefore, we decided to discard a packet on the basis of the retransmission count that the packet experienced, because a packet with many retransmissions has a high possibility of being a duplicate packet (as we explained in Figure 11) and has a high possibility of not reaching a destination node. Specifically, every packet records the number of retransmissions in its header and will be discarded when the value exceeds a threshold that is set up by the source node. We call this threshold the “maximum count of retransmission” and will evaluate how this value should be set up in the
following section.

We describe the difference between our proposal and backoff mechanism of CSMA/CD (Carrier Sense Multiple Access with Collision Detection). In CSMA/CD, if a transmission of a certain frame goes wrong, the retransmission will be delayed exponentially. In that a retransmission interval is changed according to load, our proposal and CSMA/CD are similar. However in CSMA/CD, a node selects the shortest retransmission interval with the following frame, if it succeeds in transmitting one frame. This shows that load is not reflected correctly in CSMA/CD. We think that the high load situation continues for a while. The width of a retransmission interval should reflect the load at that time, and it should not be initialized if a transmission of one packet is successful. If a retransmission interval is initialized for every successful transmission, collisions will occur frequently and the performance will deteriorate, especially in a high load situation. Therefore, our proposal that refers to load and controls retransmissions is effective.

4.3 Simulation and Evaluation

4.3.1 Simulation Model

As described in Section 3.3.1, we also use ns–2 as the simulator. The other fundamental parameters are almost the same. We also use throughput as a measure of performance.

In addition to Figure 5, we used the network topology of Figure 13 in order to observe the influence of the proposal technique in the connection of a large hop. A circle and a number in the circle mean a node and its address. A line connecting two nodes means that they can communicate directly.

4.3.2 Evaluation Results

4.3.2.1 Evaluation of Maximum Count of Retransmission

First, we evaluated the maximum count of retransmission. We observed change of the throughput when changing the maximum count of retransmission by using the chain topologies of 4 hop (Figure 5(a)), 6 hop (Figure 13(a)), and 8 hop (Figure 13(b)). By using these topologies, we un-
understood the influence that the hop number has on the maximum count of retransmission. We generated the random error of a wireless channel as 0% and 5%.

We show change of the throughput by the count of maximum retransmission when not generating the random error of a wireless channel in Figure 14. Figure 14(a) shows change of the throughput when the retransmission interval is set as 3-5 time slots. In this figure, if the maximum count of retransmission is set as a large value, the throughput of the connection of 6 hop and 8 hop will fall. This is because packets will pile up on the middle nodes and raise the load of a network, if the maximum count of retransmission is enlarged through a connection with a large hop number when a retransmission interval is short and the possibility of collisions is high. We show the throughput when setting a retransmission interval as 3-17 time slots in Figure 14(b) and the connection of every hop number has the same tendency. This is because we set a large retransmission interval and collisions of packets do not occur frequently.
Figure 15 shows the result when setting the rate of random error of a wireless channel at 5%. It turns out that packet stays occur frequently and the throughput becomes low in a smaller maximum count of retransmission (Figure 15(a)). Moreover, from Figure 15(b), although packet collisions decrease since the retransmission interval is lengthened, when the error rate of a wireless channel is high, the possibility that retransmission for which it waited so long will go wrong is high. For this reason, piling up of packets occurs from a small maximum count of retransmission and change of throughput by the maximum count of retransmission is no longer seen.

Although we considered it better for the connection with a large hop number to make a large maximum count of retransmission, it is shown that this is not correct. The connection with a large hop number tends to generate collisions of packets, and also tends to generate packet pile ups. This result showed that it was better to make the maximum count of retransmission small to some extent and to prevent packet stays. Moreover, when the rate of an error is made high in the connection of a long hop and a retransmission interval is set up short, there is a place where the throughput becomes good. This shows that it is meaningless to delay retransmissions, because piling up of packets may occur, and this may lead to the fall of a throughput when the error rate of a wireless channel is high.

Next, we set the maximum count of retransmission at 4 and show the throughput when changing the dispersion of a retransmission interval in Figure 16. Figure 16(a) is the result when not generating the error of a wireless channel, and we can see the fall of the throughput when the retransmission interval is lengthened with 3-21 time slots. If a retransmission interval is extended too much, end-to-end transmission will become slow and the throughput will fall. Figure 16(b) is the result when generating the random error of a 5% wireless channel. In the topology of the large hop, the retransmission interval of 3-5 time slots obtained the best throughput. This is because the waiting time is long when error of a wireless channel and piling up of a packet have occurred if a retransmission interval is made in 3-9 time slots.

We observed change of the throughput by the maximum count of retransmission for other various topologies (Figure 5(b), Figure 5(c), and Figure 13(c)). The results are shown in Figure 17.
Figure 14: Change of the throughput according to a maximum count of retransmission without the error of a wireless channel in chain topologies
Figure 15: Change of the throughput according to a maximum count of retransmission with the 5% random error of a wireless channel in chain topologies.
Figure 16: Change of the throughput according to the retransmission interval
and Figure 18. The tendency of every topology is almost the same and 3, 4, or 5 times of maximum retransmission count become the best throughputs, as before. Therefore, we set the maximum count of retransmission at 4 when we evaluate our proposal from now on.

### 4.3.2.2 Evaluation of Proposed Technique

First, we simulate the technique of changing the dispersion of a retransmission interval dynamically according to the load of a node by using chain topologies of 4 hop and 8 hop. We set the error of the wireless channel at 0%, set the maximum count of retransmission at 4, and set the number of transmitting history at 10 for the present.

The results are shown in Figure 19. The line of the graph has the same dispersion of the shortest retransmission interval when judging the load to be nothing. The dispersion of the longest retransmission interval becomes large, so that it travels on a horizontal axis to the right. That is, if the graph of “Minimum Interval:3-5” becomes the retransmission interval of 3-5 when the load is 0, and the “Maximum Interval” of the horizontal axis is enlarged, the degree that extends the dispersion of a retransmission interval by load will become large.

In the case of a 4-hop chain topology (Figure 19(a)), the maximum throughput when nodes control the dispersion of a retransmission interval dynamically with the load (shortest dispersion: 3-5 time slots, longest dispersion: 3-13 time slots) improves about 6% over the maximum throughput when nodes do not change the dispersion (fixed retransmission interval: 3-9 time slots). We evaluate by changing the transmitting history number (Figure 20). The rate of improvement becomes small when we set a small number for the transmitting history, such as 2, 4, and 6. When we set a large number such as 12, the rate of improvement becomes small similarly. This shows that the load cannot be judged correctly with only a few histories. Conversely, when a node has many histories, the node cannot respond to the load change. Therefore, we set the number of the transmitting history at 10 from now on.

In the case of an 8-hop chain topology (Figure 19(b)), the throughput when setting a retransmission interval to the shortest 3-5 time slots and longest 3-17 time slots improved about 10% over
Figure 17: Change of the throughput according to a maximum count of retransmission in cross-chain topologies
Figure 18: Change of the throughput according to a maximum count of retransmission in mesh topology
Figure 19: Change of the throughput when changing a retransmission interval dynamically
a throughput at the fixed retransmission-interval time of 3-13 time slots. The rate of improvement of the 8 hop is higher than that of the 4 hop. We think that this is because there is a place of high load and low load since the number of the hop is long. Therefore, we look at the effect of the technique by the various topologies.

We evaluate our proposal in a 4-hop cross-chain topology (Figure 5(b)), 8-hop cross-chain topology (Figure 13(c)), and mesh topology (Figure 5(c)). The results are shown in Figures 21 and 22. In the 4-hop cross-chain topology, the tendency changes little from the previous chain topology. This is because the topology is quite narrow and there is little load change within the topology. In this case, the throughput when setting a retransmission interval to the shortest 3-5 time slots and longest 3-17 time slots improved about 6% over the throughput at the time of the fixed retransmission-interval at the 3-9 time slots. In the 8-hop cross-chain topology and in mesh topology, the rate of improvement is 10% and 16%, respectively. These topologies have many nodes and nodes from which the loads differ from each other occur easily. Therefore, the rate of improvement becomes high in these cases.

Finally, we observe the effect of our proposal when generating the random error of a wireless
Figure 21: Change of the throughput when changing a retransmission interval dynamically in cross-chain topologies
Figure 22: Change of the throughput when changing a retransmission interval dynamically in mesh topology
channel. We made the probability of a random error 5%, and chose an 8-hop chain topology and mesh topology in brief. The results are shown in Figure 23. Although the throughput falls on the whole, the two results are almost same as those when we did not generate the random error of a wireless channel. In addition, in the case of an 8-hop chain topology, the rate of improvement of a throughput is 7.5%. In the case of mesh topology, it is 12.7%. This shows that the proposal is effective also in the high state of an error, although the rate of improvement falls a little compared with the case where an error does not occur.
Figure 23: Change of the throughput when changing a retransmission interval dynamically with 5% random error of a wireless channel
5 Conclusion

In this thesis, we analyzed TCP problems in an ad hoc network and proposed two techniques for performance improvement from the data link layer.

First, we focused on the problem of packet collisions by the bidirectional communication of TCP. Therefore, we proposed a technique that combines data and ACK packets and demonstrated through simulation that this technique can make wireless channel utilization more efficient. In the simulation, the technique improved the TCP performance by up to 60% and by about 10% even when the network load was very high.

Second, we focused on the increased load and packet collisions in TCP, and the fact that packet collisions generate duplicate packets. Therefore, we proposed a technique that adjusts the interval of retransmission by the load of a node, and showed through simulation that this technique can retransmit efficiently according to the load of the node. In the simulation, the technique improved the TCP performance by up to 16%. We also showed that the technique is effective in the case when errors occur.

By these data link layer techniques, TCP’s performance has been improved. However, we know that support from the lower layer of TCP is not only from the data link layer but also from the network layer. Therefore, we will develop a routing protocol suitable for using TCP in ad hoc networks. For example, as it is possible that many routes exist in a network where many nodes exist, we can perform routing so that load may be distributed, packet collisions reduced, and TCP performance improved.
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