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SUMMARY In ad hoc wireless networks, wireless terminals
can autonomously construct and can maintain the network. They
communicate with some neighbor terminals, exchange network
information and determine routes for packets on the multi-hop
wireless network. Flexible Radio Network (FRN), one of the ad
hoc wireless network systems, adopts a proprietary protocol that
provides a multiple routes management and a packet retransmis-
sion mechanism against packet transmission errors. This system
is a commercial product that has been in use in a recent few years.
In this paper, we first evaluate the performance through simula-
tions for data-link protocol and routing protocol of the FRN to
clarify its basic properties. Furthermore, we propose some tech-
niques that enhance its performance and solve problems on the
protocols. We show how they improve the system performance
through simulations and analyses.

key words: ad hoc wireless network, routing protocol, simula-
tion, analysis

1. Introduction

Ad hoc wireless networks are self-organized networks
built with wireless terminals. They communicate with
each other and exchange the network information.
They can relay a packet for another terminal to con-
struct a wide area multi-hop wireless network. The
ad hoc networks need neither a wired backbone net-
work nor base stations. As a result, network installa-
tion, expansion and removal can be performed easily
and quickly. Such a wireless infrastructure covers a
wide range of applications, e.g., distributed computing
systems, disaster recovery networks, and sensor net-
works. Accordingly, many studies have been dedicated
to analyze its characteristics and/or propose new rout-
ing methods (see, e.g., [1]-[10]).

Flexible Radio Network (FRN) is one of the com-
mercially available products based on ad hoc wireless
network system [11]. A large-scale network with sta-
tionary terminals can be installed easily into existing
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facilities by the FRN. In addition, the network can be
extended only by adding the radio terminal if needed.
This system is now utilized, for example, for collecting
usage information of entrance gates, for monitoring a
sales account of vending machines, and for electric en-
ergy control in factories. The FRN adopts a proprietary
protocol that can efficiently adapt to terminal failures
or a change of network configuration. The routing pro-
tocol is table-driven and bases on the distance vector al-
gorithm. The difference between the FRN and existing
ad hoc routing protocols like DSDV [12] is that the FRN
is capable of maintaining multiple routes to each desti-
nation and transmitting packets by a roundabout way if
the shortest route is temporally unavailable. There are
some other multipath routing protocols. Ad-hoc On-
Demand Distance Vector with Backup Routes (AODV-
BR) [13] and Split Multipath Routing (SMR) [14] are
on-demand multipath routing protocols. With these
protocols, a terminal performs the route searches by
flooding a route request packet. If we assume a network
that its topology will not change much frequently, this
flooding route search will costs a lot. The FRN can
search and maintain multiple routes to every node in
the network without any additive messages except for
periodic route table exchanges. We introduced this sys-
tem and investigated its performance in [15]. However,
it is not clear how system parameters affect the perfor-
mance such as throughput and the packet loss rate. In
the current system, these are decided by trial and er-
ror. In order to clarify the scope of this system, detailed
evaluation is necessary.

Next, we propose some techniques for improving
the performance of the FRN. These techniques are
based on some problems found through a process of
simulated performance evaluation and/or an experience
in the real environment.

Some of them make the setting of system param-
eters more appropriately. One target parameter is a
retransmission interval. Every terminal has a hop-
by-hop packet acknowledgement /retransmission mech-
anism against packet transmission failures. The re-
transmission interval is selected randomly, however in
the original FRN system, there are few options of se-
lection and retransmitted packets often collide again.
We simulated some longer retransmission timers and
evaluated their effects for the packet loss rate and the



end-to-end packet transmission time. Another param-
eter targeted in this paper is a maximum lifetime of
packets. All data packets have the value of the max-
imum lifetime in their headers and the terminals use
them to erase some long-living packets. In the origi-
nal FRN, the same value that is sufficiently long for
a network is selected for all data packets. However,
maximum lifetime has close connections in the neces-
sary hop count to the destination node. We can achieve
better performance by setting an adaptive lifetime for
each packet.

Another proposal is a technique to decrease the
number of packet duplications. We have investigated
the FRN system and attended to a problem that pack-
ets were sometimes duplicated unnecessarily in a packet
relaying process. In the FRN, each wireless terminal
checks a packet transmission in data-link layer at ev-
ery hop. Transmission failure can be detected when a
terminal does not receive a corresponding acknowledge-
ment from a neighbor terminal within a pre-specified
time, that is, the retransmission timeout described
above. The problem lies in that the sender terminal
recognizes a transmission error whenever it cannot re-
ceive the acknowledgement. If the acknowledgement
is lost after successful data transmission, the terminal
will retransmit the packet although the first transmit-
ted data is not lost. We call this retransmitted packet a
duplicated packet, which leads to the higher traffic load
than the actual one. To make the matter worse, more
duplicated packets are generated as the traffic load be-
comes higher because more corresponding ACKs are
lost. Thus, the network performance degrades rapidly.
We propose a technique to enable terminals to recognize
and erase the duplicated packets selectively in Section
5.

The remainder of this paper is organized as fol-
lows. We first describe the FRN system in Section 2
and evaluate the relation between its performance and
the system parameter setting in Section 3. Then, we
propose two approaches to set the system parameters
more adaptively and evaluate them through simulations
and analyses in Section 4. Next, we examine a packet
duplication process in detail and propose a technique to
decrease the number of duplicated packets in Section 5
and conclude this paper in Section 6.

2. System Description of FRN
2.1 Network Configuration

In the FRN, every wireless terminal is called a node.
Some nodes with which a node can communicate di-
rectly are called neighbor nodes. Every node can de-
termine a route for a packet and can relay the packet
to one of the neighbor nodes. In more detail, a host
node generates and receives data packets, and other
nodes are called relay nodes that construct a multi-
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Table 1 Network Configuration Table
Dest. Node 0 | Dest. Node 1
Route 1 Route Info. Route Info.
Route 2 Route Info. Route Info.

hop network. Every node maintains network structure
information in a network configuration table that con-
tains the route information from the node itself to each
destination node. FEach route information consists of
the neighbor node’s address on the route and the hop
count to the destination. When a node has multiple
routes to a destination node, they are sorted in order
of the hop count. Every node exchanges a network in-
formation packet periodically that contains information
of the shortest routes from itself to every destination,
and updates its configuration table by the packets from
neighbor nodes.

2.2 Data-link Protocol

A radio channel is divided into fixed-length time slots.
In a wireless network, every neighbor node of a certain
node can receive packets from the node even when it
is not the source/destination of the packet. The FRN
utilizes this property for the hop-by-hop transmission
acknowledgment to enhance the network reliability, i.e.,
the FRN uses a broadcast-based method for packet
transmission. See Figure 1 as an example. Figure 1(a)
shows a case where packet transmission and acknowl-
edgment at node A succeed. Node B receives the packet
from node A and relays it to another node successfully.
At the same slot, node A receives this relayed packet
although the next hop of the packet is not destined
for node A, because node A is within the range of ra-
dio transmission from node B. This acknowledgment is
called a relay echo (or simply an echo). If the relay echo
is successfully received by node A, node A can delete
the packet that stays in its buffer for retransmission.
The case where node A fails the first transmission is
shown in Figure 1(b). In this case, node A detects the
transmission failure because no echo from node B is re-
ceived till the retransmission timer exceeds. Node A
sets the next available route to the packet header in
advance of the expiration of the retransmission timer,
and retransmits the packet at once if the maximum life-
time of the packet does not exceed. At the same time,
the retransmission timer is initialized for the next re-
transmission. Figure 1(c) shows when a packet reaches
its destination node. The destination no longer relays
the packet and the previous node cannot get an echo.
To delete the buffered packet in the previous node, the
destination node creates an ACK packet exceptionally.
In these examples, time slots synchronize at all termi-
nals to explain the system easily. In real systems, they
do not have to synchronize strictly because terminals
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Fig.1 Packet Transmission Timing

perform carrier sense before packet transmission and
neighbors wait transmissions for one slot if they receive
a carrier sense packet.

A maximum lifetime, that is a maximum time for
a packet to be allowed to exist in the network, is pre-
defined by slots for every data packet and is set at the
source node. The lifetime is decreased by one for every
timeslot even if it stays in a buffer. When the value
reaches zero, the packet is discarded due to lifetime
expiration. In other words, the packet is retransmit-
ted repeatedly as long as the relay echo is not received
and the lifetime of the packet remains. In the origi-
nal FRN system, the value of this parameter is defined
long enough for the network scale by users. However
the maximum lifetime is an important configuration pa-
rameter, because short lifetime gives a chance to re-
move long-living packets effectively from the network
while the long lifetime gives packets chances to try an-
other route to the destination. Then, we measured the
network performance changing the value of maximum
lifetime in later simulations.

2.3 Routing Protocol

A routing protocol in ad hoc networks must select an
appropriate route adaptively since the radio environ-
ment changes frequently. Furthermore, if a node fails to
transmit a packet on the first trial, another route should
be selected immediately (or transmission through the
same route should be tried again). In the FRN, every
node maintains multiple route information for each des-
tination node in the configuration table as Table 1. Ev-
ery node periodically broadcasts a network information
packet consisting of the shortest route information to
every node in the network. This is one-hop broadcast-
ing and neighbor nodes do not relay the packet. When
the neighbor node receives the information packet, it
updates its network configuration table. This routing
protocol targets at short-term errors since nodes are
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check point

Fig.2 Multipath Selection

stationary. Therefore, if once a transmission to the
shortest route fails, the route is not deleted because
the node expects the route will be available at the next
transmission. If the number of network information
packets received from a certain neighbor node becomes
below a pre-defined threshold, the routes through the
neighbor are deleted. We do not consider the delete of
nodes in simulations. For each destination, routes are
classified into three groups by their hop count:

e Forward route: The route(s) on which the hop
counts to the destination is the shortest.

e Sideward route: The route(s) on which the hop
counts to the destination is the shortest hop count
plus one.

e Backward route: The route(s) on which the hop
counts to the destination is the shortest plus two
or more.

Figure 2 is an example of these route classifica-
tions. When node A is a source node and node D is a
destination node, the shortest route between them has
two hops, and the routes through node B and C are for-
ward routes. The route through node I has three hops,
so this route is classified for sideward route. There
is a detour, a backward route, to node D that passes
through node E. On a backward route, a checkpoint
is defined for each destination at the source node to
avoid back tracking. When the check point is defined
in the packet header, nodes must transmit the packet
to the checkpoint node at first. When node A trans-
mits a packet through node E, node G is defined as the
checkpoint. If not, node E will relay the packet back to
node A because the shortest route to node D is through
node A. We do not describe the detail of the checkpoint
detection method in this paper.

In this routing protocol, the shorter route has the
higher priority. When a packet transmission via the
shortest route fails, the node cannot receive the relay
echo and looks up its network configuration table again
to select the second shortest route. In later simulations,
the routing protocol selects another route after one trial
to the higher priority route fails. In a routing operation,
each node sets a next hop node ID to a packet header
and broadcasts it. The neighbor nodes receiving this
packet check the next hop field of the packet header



Simulated Network Model

Fig.3

and recognize they are a next hop node or not of the
packet. When they are, they decide new next hop of
the packet and transmit it. When they are not, they
check whether it is a relay echo (see Subsection 2.2).

3. Basic Properties of FRN
3.1 Simulation Environment

In this section, we first investigate basic properties
of the FRN. We attend to the maximum lifetime by
which the network performance is greatly affected as
described in Subsection 2.2. We made some simula-
tions with various values of the maximum lifetime and
evaluated the correlation between the maximum life-
time and the system performance. For the simulations,
we used the ns-2 [16] with its radio propagation model
extended by CMU Monarch Project [17]. We used
the multicast transmission mode of the MAC 802.11
for all packet transmission with a little modification
to simulate time slot of the FRN. In all simulations,
time slots synchronized at all terminals. This mode
is a single hop multicast that does not produce the
RTS/CTS/DATA/ACK exchange of the MAC 802.11
unicast mode. Radio transmission range was 250 m
and buffer capacity of each node was 50 packets. It was
large enough for inhibiting buffer overflow in our simu-
lations. Every node broadcasted a network information
packet at sufficiently long interval (at every 2500 slots).
In addition, this was only one-hop broadcasting, hence
the load of routing packets was much less than the data-
traffic load. Therefore, they affect much less on the the
network performance compared to the multi-hop data
traffic.

We used a network model shown in Figure 3. A
circle represents a node. A line connecting two nodes
means that they can communicate directly. In this
model, packet losses were assumed to occur only by
the collision of the radio wave. The numbered nodes
(node 0, 1, 2, 3) are host nodes that can transmit and
receive data packets. An arrow from each source node
to the destination is an example of the route that pack-
ets have actually passed through. In all simulations,
source nodes went on sending constant bit rate UDP
packets to node 3. The use of TCP is not concerned
in this paper because the performance of FRN layers is

IEICE TRANS. COMMUN., VOL.E1-B, NO.1 JANUARY 1918

0.11

/{F
0.1 e
0.09 e
0.08
0.07 B B

Throughput

0.06 } g
0.05 A
0.04 -

g L(h)-=

L(h)=
003 T// Lh)=1
0

02 I I I
0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.11
Load

_— 4

o ~

Fig.4 Throughput in the Original FRN System

o
Jag
’ ¥
@ 01 N
T X
c A
a2 +— “ *
3 0.01
3] -
©
o g
0.001 L(h)=12 —— -
L(h)=64 -
* L(h)=128 B
0.0001 L——< —
0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.11
Load
Fig.5 Packet Loss Rate in the Original FRN System

measured well by UDP that does not equip the acknowl-
edgement and the retransmission mechanism. This net-
work model bases on the application of the FRN, col-
lecting information from decentralized host nodes. The
packet generation rate of each host node is assumed
identical. The traffic load was defined as the number
of packets generated per one slot in the whole network
(i.e., the sum of the packet generation rate per one slot
at three sender nodes). We simulated in the range of
load from 0.03 to 0.115 which was practical in actual
environment.

We used a throughput and a packet loss rate (PLR)
to measure the performance. The throughput is an av-
erage number of packets transmitted to the destina-
tion successfully per one time slot. The PLR is a ra-
tio of the packet not reaching the destination, that is,
1 — PLR equals to Throughput/Traffic load. In later
simulations, we also evaluated the packet transmission
time that was the average slots to reach the destination.

3.2 Network Performance for different Maximum Life-
time

We first describe the network performance with three
different values of maximum lifetime, that are 12, 64,
and 128 slots. Figure 4 shows throughput transition
of each simulation. The label “L(h)” indicates the
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value of packet maximum lifetime. In long lifetime sys-
tem, throughput results begin to degrade as the load
increases because long-living packets cause congestion
in the network. We can achieve high throughput in
the high-load networks where packets have short life-
time value such as 12 slots. In contrast when the load
is low, it is difficult to compare their results only by
observing the throughput. It can be seen in the next
Figure 5, the graph of PLR. When the load is low, the
system applying long lifetime shows better performance
than the one applying short lifetime. This is because
the nodes can retransmit the packet after a transmis-
sion failure if the packet has a sufficiently long lifetime.
Since every node in the FRN maintains multiple routes
in its network configuration table, it can try the various
routes on relaying packets to the destination when once
a transmission fails.

Thus it is important to choose one appropriate
value for the maximum lifetime. However it is diffi-
cult because it depends on the number and the density
of nodes, and current load of the network. In the next
section, we propose a method for calculating the adap-
tive lifetime of each packet based on the hop count to
its destination node.

4. Performance Evaluation with Various Sys-
tem Parameters

4.1 Long Retransmission Interval

We described the hop-level packet retransmission mech-
anism of the FRN in Subsection 2.2. In the original
FRN, nodes randomly select the length of the packet
retransmission interval, which can range from 3 to 5
slots for each packet transmission. The relay echo sys-
tem cannot work well when the retransmission inter-
val is 2 slots because relayed packets collide with the
next transmitted packet, while a longer interval does
not cause such a problem. In this subsection, we in-
vestigate the effect of longer intervals on the system
performance.

Let’s denote the retransmission interval by ret.
When the retransmission interval is selected randomly
and it can range from 3 to 5 slots, we refer to the result-
ing system as a ret=3-5 system. The retransmission
interval length affects both the packet loss rate and the
packet transmission delay. For example, a ret=3-7 sys-
tem will experience fewer packet collisions and longer
transmission delays than the ret=3-5 system. Let us
now examine how longer retransmission intervals affect
the system performance. We can increase the maxi-
mum lifetime of the packets in proportion to the aver-
age of all retransmission intervals, because all packets
can experience retransmission fairly during their life-
time. For example, if the maximum lifetime is 12 slots
in the ret=3-5 system, it increases to 15 slots in the
ret=3-7 system and to 18 slots in the ret=3-9 system.
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Fig.6 Packet Loss Rate for Various Retransmission Intervals:
L(h)=12-30

When ret is long, the probability of packet col-
lision becomes low. However, end-to-end transmission
delays may increase because the average waiting time
for one retransmission increases. To investigate the ef-
fect of longer ret, we evaluated the loss rate and aver-
age transmission delay by simulations applying various
retransmission intervals. The results for the through-
put are not shown here because it is difficult to com-
pare them in a low-load network as shown in Figure 4
where there are little difference among three maximum
lifetime systems. Figures 6, 7, and 8 show that set-
ting a long retransmission interval can effectively re-
duce the PLR when the maximum lifetime of the pack-
ets is long. This is because the probability of packet
collision decreases with a longer retransmission inter-
val. Of course, too long a retransmission interval will
negatively affects the network. Figures 9, 10, and 11
show the average of end-to-end packet transmission de-
lay when we change the value of ret. In these figures,
the x-axis denotes the average length of the retrans-
mission interval. When the maximum lifetime is short
(Figures 9 and 10), the average transmission delay in-
creases moderately as ret gets longer. This is natural
because the number of packets staying long in the net-
work increases. However, they do not seriously affect
the network performance because the long-living pack-
ets are rejected when their short lifetime expires. In
contrast, in long-lifetime high-load systems (Figure 11),
the average packet transmission time decreases signif-
icantly as the value of ret gets longer. In high-load
networks, packets repeatedly experience collisions, and
take a long time to reach the destination node. Thus
long retransmission interval decreases the probability
of packet collisions and smoothen the traffic flow. Of
course, packets must wait long time for a retransmission
when ret is too long, therefore, there is a trade-off be-
tween the merit of decreasing packet collisions and the
demerit of increasing the wait time for retransmission.

We used an analytical approach to explain this be-
havior. In the analyses, we assumed a string topol-
ogy network and two host nodes at both ends. Pack-
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ets transmitted between these two nodes as foreground
traffic were assumed to have an infinite lifetime. Three
other connections were generated as background traffic
between intermediate nodes to simulate packet colli-
sions. We defined P; as the probability of collision of
packets on its first attempt to be transmitted from a
node. W was defined as the average waiting time for
packet retransmission. In the ret=3-5 system, W was
4. If a packet collides with another packet, the proba-
bility, P,,, that it will also collide with another packet
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at the next retransmission is given by:

1
Py=P
v ‘+2(W—3)+1
1
:PS —_—, 1
oW s 1)

This is the sum of P; and the probability that the re-
transmitted packets will collide again. Using these def-
initions, We can calculate ¢(Ps, Py, W), which is the
expected time of one hop transmission:

t(Ps, Py, W)
= (1—P,)+ (1+W)P,(1 - Py,)
+ (14 2W)P,Py(1 — Py) + ...

= (1=P)+ Y _(L+kW)P.PE (1 - Py)
k=1
P,(1+W — P,)

= (1=P)+ = 2)

In the simulation, P, strongly depended on the
value of W. Table 2 shows the correlation of these vari-
ables measured on foreground traffic. Figure 12 shows
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Table 2 Evaluated Ps for Various Values of W
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One Hop Transmission Time: Analyses and Simula-

the simulated and analytical results of t(Ps, Py, W) ob-
tained from Egs. (1) and (2) and Table 2. The mini-
mum time for one-hop transmission time was achieved
when the average retransmission interval was seven
slots (ret=3-13 system) in the simulation and six
slots ret=3-11 system in the analyses. The difference
between these two results was caused by our assump-
tion in the analyses which did not take into account the
buffering delay of packets in the intermediate nodes.

4.2 Adaptive Maximum Lifetime

The maximum lifetime of packets greatly affects the
network performance (see also Section 3). In the orig-
inal FRN system, all data packets had the same max-
imum lifetime, which was sufficiently long for the net-
work. However, the lifetime required to transmit a
packet to its destination varies for each packet because
the traffic load in the network and/or the hop count
on each route vary. According to the simulation re-
sults in Subsection 3.2, the maximum lifetime under
12 slots for this network is too short for the packets
to be able to reach their destination. Many packets
are dropped after several retransmission attempts even
when the load of the network is comparatively low. In
contrast, the lifetime exceeding 128 slots is too long in
the high-load networks. The problem is that it is im-
possible to use the network load to determine the best
value of the maximum lifetime because the load is the
total of all the packet generation rates at every node,
and the nodes cannot know the whole network load.
In addition, packets go through different routes in the
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network, and the best value of the maximum lifetime is
different for different packets.

We used the smallest hop count to the destina-
tion to calculate the necessary hop count for each
packet. Generally, packets needs a longer lifetime to
pass through a longer route. It is easy to use the hop
count to calculate the value of the maximum lifetime,
because every node maintains the smallest hop count
to each destination in a network configuration table.
In this subsection, we describe the use of this method.

We formulated maximum lifetime L as a function
of the shortest hop length, h. We used a simple lin-
ear function, L(h) = ah + [, to calculate the adaptive
maximum lifetime. Figures 13 and 14 show the PLR
of setting various values of coefficients « and [, re-
spectively on the function. The result obtained when
the lifetime of the packets was fixed at 64 slots is also
shown for the purpose of comparison. The simulation
conditions were the same as in Subsection 3.1. Accord-
ing to these results, we found that setting of § to an
appropriate value decreases the PLR in low-load envi-
ronments, where the maximum lifetime of the packets
transmitted on short routes must be sufficiently long in
order to achieve a low PLR. Systems L(h) = 6h + 32
and L(h) = 64 showed almost the same performance
in terms of the PLR. The difference was in the packet
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Fig.16 Standard Deviation of Packet Transmission Time in
the Adaptive Maximum Lifetime System

transmission time on the routes shown in Figures 15
and 16, which show the average and standard devia-
tion of the packet transmission time for both systems.
These results show that the adaptive maximum lifetime
method achieves less average and fluctuation of trans-
mission time especially in high-load networks than the
static lifetime does even if there is little difference in
terms of the PLR.

5. Packet Recording against Packet Duplica-
tion

As mentioned in Section 2, the FRN has a packet
retransmission mechanism that ensures the system
against transmission errors. While this mechanism
is likely to improve the network reliability, it some-
times causes unnecessary packet duplication. Dupli-
cated packets strongly degrade the network perfor-
mance by increasing the network load and the num-
ber of packet collisions, and by occupying the node
buffer. The packet duplication process is illustrated
in Figure 17. Node A successfully transmits a packet
to node B at slot 0. Node B relays the packet to node
C at slot 1. This relayed packet should be received by
node A as a relayed echo. However, sometimes the echo
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Fig.18 Relay Stop by Eavesdropping

is lost because of a collision with another packet or a
transmission error. Then node A cannot receive the
echo successfully. In such a case, the packet left in the
buffer of node A should not be removed at the end of
slot 1. In other words, there are the same two packets
in node A and node C. Node A retransmits the packet
later via the same or another route to the destination,
and as a result, it wastes the network resources.

In the FRN, there is a mechanism called relay stop
by eavesdropping. This mechanism decreases the packet
duplications. When the packet received by a node is
the same as one of the packets in the node’s buffer,
the node erases the buffered packet. Figure 18 shows
how a duplicated packet is rejected by this mechanism.
We assume that Node E and Node G have the same
packet named P1 in their buffers. In other words, one
node has the original packet P1, and another has the
duplicated one. Such situation can occur when the du-
plicated packet is transmitted through a route differ-
ent from the original packet. Node E transmits packet
named P1 to node F. Node G, the neighbor of node E,
can also receive the packet. This is because all neigh-
bors of node E can receive packets transmitted by node
E wherever the packets are destined for, as described in
Subsection 2.2. Node G examines its buffer and finds
the same packet. It assumes that there is a duplicated
packet in the same network, and erases the packet in
its buffer. This mechanism can reject some duplicated
packets; however, it cannot erase all duplicated packets
and cannot prevent the duplication itself.
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Therefore, we use a packet recording method to
identify and delete duplicated packets more effectively.
To identify duplicated packets, nodes record which
packets have been successfully forwarded to the neigh-
boring nodes when they receive an echo. They record
the ID of each packet, created, for example, using the
addresses of the source and destination, the sequence
number, and so on. With these records, nodes can re-
ject only the duplicated packets. See Figure 17 again.
We assume that packet from node A is successfully re-
layed through node B to node C; however node A can-
not receive the relay echo from node B. When node B
receives the relay echo from node C at the next slot, it
records the ID of the packet. When node B receives this
retransmitted packet, it examines the packet’s trans-
mission record and determines whether the same packet
has already been transmitted. As a result, node B can
drop the packet retransmitted by node A. At the same
slot, node B initiates a small acknowledgement packet
destined for node A to delete the duplicated packet in
the buffer of node A. The acknowledgement packet is
the same packet as shown in Figure 1(c). Without this
process, node A cannot delete the packet in its buffer
and transmits the duplicated packets repeatedly.

However, sometimes an unduplicated packet, in
other words, the original packet, may be dropped by
mistake in this method. As described in Subsection 2.3
nodes in the FRN use the packet transmission mecha-
nism via a backward route. If a node receives a packet
already forwarded by the node, the packet will be
dropped because the node has the transmission record
of the packet. We used the route record in the header
of FRN packets to solve this problem and to enable the
nodes to differentiate between duplicated packets and
original packets coming back to the node. A node may
receive a packet that the node has already transmitted
once and comes back to the node via a backward route.
As a result, the original packet may be dropped in the
packet recording method. The header area we used is
called the node ID recording area. Every node records
its node ID in this area before it transmits the pack-
ets. The node can identify a duplicated packet in its
buffer, if it detects a packet with a successful transmis-
sion record but without a route record of the node ID
in the packet header. In the simulations, the nodes did
not drop the packets with the route record of itself.

Figure 19 shows that this method is more effec-
tive in decreasing the PLR when the packet maximum
lifetime is longer. The lines labeled with “P_REC” in-
dicate the performance of the packet recording system.
As described above, the number of duplicated packets
increases dramatically in a high-load environment. If
the maximum lifetime is short, for example, 12 slots,
retransmitted packets will be dropped because of their
lifetime expiration, and this method will not be effec-
tive. On the other hand, packets with a long maxi-
mum lifetime cause more collisions and duplications.
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Fig.19 Packet Loss Rate in the Packet Recording System

This unnecessary load on the network is reduced by
the packet recording method, because it not only stops
the transmission of duplicated packets but also defuses
the source of packet duplication.

6. Conclusion

We investigated the performance of the Flexible Radio
Network (FRN), a product for commercial use that is
based on an ad hoc network system. Because of its
application as a network, collecting information from
many distributed terminals, the FRN adopts a propri-
etary protocol to construct a reliable network. How-
ever, its packet retransmission mechanism sometimes
generates a high network load and frequent packet loss.
To avoid collisions of retransmitted packets, we investi-
gated the effects of longer retransmission intervals. We
described an adaptive maximum lifetime setting tech-
nique to control the lifetime of the packets. We also
described the packet duplication process in the FRN
and proposed a method to identify and eliminate du-
plicated packets. We showed through simulation and
analysis that these techniques can improve the network
performance.

In the future, we should examine the end-to-end
network performance when we apply, e.g., TCP, as an
upper layer protocol. With such a bi-directional com-
munication protocol, the packets will experience more
collisions and the network performance will degrade.
We also want to investigate the performance of a net-
work with mobile terminals.
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