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Abstract

By deploying wireless sensor nodes and composing a sensor network, one can remotely ob-
tain information about the behavior, conditions, and positions of entities in a region. Since sensor
nodes operate on batteries, energy-efficient mechanisms for gathering sensor data are indispens-
able to prolong the lifetime of a sensor network as long as possible. A sensor node consumes
energy in observing its surroundings, transmitting data, and receiving data. Especially, energy
consumption in data transmission scales proportionally tattiepower of the radius of the radio
signal. Therefore, cluster-based data gathering mechanisms effectively save energy. In cluster-
based data gathering, since each node can save transmission power and the number of collisions
is also reduced, sensor networks can live for longer period. In clustering, however, we need to
consider that a cluster-head consumes more energy than the other nodes in receiving data from
cluster members, fusing data to reduce the size, and sending the aggregated data to a base station.

In this study, first, we propose a novel clustering method where energy-efficient clusters are
organized in a distributed way through local communication among neighboring sensor nodes.
Our clustering method is based on the idea of ANTCLUST, a clustering algorithm which applies a
colonial closure model of ants. We adopt multihop transmission among cluster-heads taking into
account a limitation on the radio transmission range. Second, we analyze the relationship among
the radius of a cluster, the amount of energy consumed in data gathering, and the distance of a
cluster-head to the base station, for a cluster-head to autonomously determine its cluster radius to
prolong the lifetime of a sensor network. Through simulation experiments, we verified that our
method can gather sensor data with less energy consumption than methods with a fixed radius by
more than the half at most. In addition, we also showed that our method was adaptive to changes

of network conditions when the maximum transmission range was large.
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1 Introduction

With recent advancements and developments in Micro Electro Mechanical System (MEMS) tech-
nologies, large-scale networks of integrated wireless sensor nodes have become available. A sen-
sor node is very compact, containing one or more sensors, computation and radio communication
capabilities, and a power supply. By deploying sensor nodes and composing a sensor network, one
can remotely obtain information about behavior, conditions, and the position of entities in a region
[1]. Typically, a sensor network consists of many sensor nodes and a base station as illustrated in
Fig. 1. Hundreds or thousands of wireless sensor nodes are distributed in a region in uncontrolled
and unorganized ways. Sensor data obtained at sensor nodes are sent to a base station through
wireless communication, then presented to a user or sent to a remote host.

Since sensor nodes derive power from batteries, an energy-efficient data gathering mechanism
is indispensable to observe the region as long as possible. A sensor node consumes its energy
in monitoring its environment and receiving or sending radio signals. The amount of energy
consumed in radio transmission scales proportionally tdsthie power of the range of the radio
signal propagation [2, 3]. Since the distance from sensor nodes to the base station is larger than
among neighboring sensor nodes, it is energy-inefficient for all sensor nodes to send their data
directly to a distant base station. Consequently, cluster-based data gathering mechanisms are
proposed to effectively save energy [2-5]. In cluster-based mechanisms, groups of neighboring
sensor nodes form clusters. In each cluster, one representative node called a cluster-head gathers
sensor data from its members and sends the collected data to the base station.

Since cluster-heads consume more energy than cluster members in receiving sensor data from

their members, the processing received data, and sending the aggregated data to the base station,
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Figure 1: Sensor network



the role of the cluster-head must be rotated among sensor nodes. For example, in LEACH [3],
one of the most popular clustering protocols, a pre-determined percentage of sensor nodes be-
come cluster-heads. They first advertise their candidacy to the rest of the sensor nodes. Hearing
advertisements, each sensor node chooses the closest cluster-head and registers itself as a cluster
member. Eventually clusters are formed. Cluster members send their sensor data to a cluster-
head. Then each cluster-head combines it data into a single-bit data message and sends it

to the base station. By defining the probability of candidacy such that a sensor node which has not
become a cluster-head recently is more likely to advertise its candidacy, LEACH rotates the role
of cluster-heads among the sensor nodes. HEED [5] takes into account residual energy of sensor
nodes in electing cluster-heads. The probabdity,,.., of candidacy is given by multiplying the
pre-determined constant probability and the percentage of residual energy against the maximum
capacity. Each sensor node advertises its candidacy within a certain range with probability of
CHyo, and then doubles its ow'H,,,..,. Sensor nodes which received candidacy choose the
cluster-head with the minimum cost.

There are several requirements for a clustering method. First, a clustering method should be
completely distributed because central control of hundreds or thousands of sensor nodes is not
feasible. Second, clusters are needed to be geographically well-distributed for well-balanced en-
ergy consumption among sensor nodes. Third, of course, a clustering method itself should be
energy-efficient. Fourth, since sensor nodes are dynamically deployed, moved, and halted, a clus-
tering method should be able to adapt to changes of the sensor network. Earlier examples, LEACH
and HEED do not necessarily satisfy all requirements. Moreover, LEACH only satisfies the third
point and falls into the category of distributed mechanisms. However, LEACH’s clustering algo-
rithm assumes that sensor nodes are homogeneous and equal. In reality, however, their battery
capacities are different. In addition, the amount of energy consumed in gathering data also dif-
fers among cluster-heads, depending on the number of cluster members and their positions in the
region. Energy consumption also differs among cluster members due to the difference in the dis-
tance to a cluster-head. Some sensor nodes might also be deployed later for denser observations.
Consequently, the residual energy is not necessarily equal among all sensor nodes. In addition, the
optimum percentage of cluster-heads has to be determined in advance, considering the topology of
the sensor network. Therefore, LEACH cannot adapt to such changes in sensor networks as addi-

tion, removal, and transfer of sensor nodes, however the percentage of cluster-heads considerably



affects the efficiency of data gathering. Finally, for organized clusters to cover an entire sensor
network, each cluster-head must broadcast its own advertisement to all the other nodes, another
inefficient use of energy. To tackle the problem, some variations of LEACH are proposed in [3].
LEACH-C (LEACH-centralized) is a centralized protocol, which takes into account the residual
energy in choosing sensor nodes for cluster-heads. HEED also takes into account the residual
energy of the sensor nodes in electing cluster-heads, but it needs multiple broadcasting to form
clusters and consumes more energy. Our goal is to propose a new clustering method to satisfy the
above mentioned features, where sensor nodes autonomously form appropriate clusters through
local communication among neighboring sensor nodes.

In biology, ants and other social insects construct clusters, i.e., colonies, parties, and cemeter-
ies in self-organizing ways [6]. For example, ants recognize each other by exchanging a chemical
substance. If they are similar, the ant is welcomed and treated as a member of the same nest.
Taking inspiration from such biological systems, much research has been done in the fields of
data clustering and graph partitioning [7, 8]. In [7], ANTCLUST is proposed, which is an algo-
rithm based on an ant behavior model of colonial closure, to solve data clustering problems. In
ANTCLUST, two randomly chosen objects meet. Based on their similarity, a cluster is created,
merged, or deleted. By repeating meetings, an appropriate set of clusters is eventually formed so
that similar objects are accommodated in the same cluster.

In this study, based on ANTCLUST, we propose a novel clustering method that organizes
energy-efficient clusters through local interactions among sensor nodes. Basically, our method
presented in this thesis is based on our previous research work [9], which was verified to out-
perform LEACH and HEED in terms of the lifetime of sensor networks and the amount of data
gathered. We newly consider multihop communications among cluster-heads taking into account
the limitation in the transmission range of radio signals. In our method, sensor nodes with more
residual energy independently become cluster-heads. Sensor nodes meet through local radio com-
munications and find other clusters. Each sensor node with less residual energy chooses a cluster
based on the residual energy of the cluster-head, distance to the cluster-head, and an estimation of
the cluster size. Energy-efficient clusters are eventually formed that extend the life of the sensor
network. Each cluster-head gathers sensor data from its members and sends it to a base station
by forwarding it over intermediate cluster-heads, i.e., multihop transmission. In the multihop

transmission among cluster-heads, a cluster-head additionally consumes energy in relaying sen-



sor data from more distant clusters. To have energy-efficient clusters, the radius of each cluster
must be carefully determined. As the radius of the cluster increases, the amount of sensor data a
cluster-head must gather in its members and send to the next-hop cluster-head increases, whereas
the frequency of becoming a cluster-head becomes smaller. In addition, the amount of sensor data
that a cluster-head must relay depends on the distance from the base station. We analytically inves-
tigate the relationship among the cluster radius, the amount of energy consumed, and the distance
of a cluster-head to the base station. Based on the analytical results, each cluster-head can inde-
pendently determine its cluster radius that leads to energy-efficient cluster-based data gathering.
The rest of the thesis is organized as follows. Section 2 explains assumptions of sensor net-
works considered in this thesis. Section 3 introduces ANTCLUST, a clustering algorithm on which
our method is based. Then in Section 4, we propose a new clustering method for energy-efficient
data gathering in sensor networks. In Section 5, we analytically derive the appropriate cluster
radius that minimizes the amount of energy consumed in data gathering. We evaluate our self-
organizing clustering method in Section 6. Finally, Section 7 concludes the thesis and describes

future research issues.

2 Sensor Network

We consider an application of field monitoring where sensor data are gathered from all sensor
nodes to a base station at regular intervals and/or on demand. Examples of applications include
habitat monitoring, agriculture, and patrols of environments [1].

Sensor networks can contain hundreds or thousands of sensor nodes. To avoid installation
cost and the need for careful planning, sensor nodes are deployed in the region to monitor in an
uncontrolled and unorganized way. Since sensor nodes operate on energy-limited and irreplace-
able batteries. The capacity of batteries can differ among sensor nodes. Sensor nodes stop due to
starvation of battery power, move from one place to another, and are deployed at different times.
Sensor nodes can determine the distance to other sensor nodes and the base station from the re-
ceived signal strength or their positions obtained by using Global Positioning System (GPS) or
another position detection mechanism [10]. Sensor nodes have a wireless transmitter and receiver.
The range of the radio signals can be adjusted depending on the distance to the receiver within

the maximum transmission range. Control phases, e.g, cluster formation phase, are synchronized



among all sensor nodes. Although other clustering methods or cluster-based data gathering meth-
ods such as LEACH make similar or even stronger assumptions, we should note here that the

number of applications where these assumptions hold would be limited.

3 ANTCLUST: Ant-based Clustering Algorithm

Ants synthesize a chemical substance called colony odor which differs by individuals, species,

and environment; they spread it on their cuticles [11, 12]. When two ants meet, they recognize

whether they belong to the same nest by exchanging and comparing these chemical substances,

which is updated at each meeting. After spending some time in the nest and repeatedly meeting

other ants, a young ant can prepare an appropriate chemical substance to recognize its mates.
ANTCLUST is a clustering algorithm which applies a colonial closure model and regards an

object as an ant and a cluster as a nest [7]. A simil&fity.(i,j) € [0, 1] is defined between a

pair of objectsi andj. Each object has a cluster identifie,abel;, an acceptance threshold of

similarity, Template;, an estimator of the cluster siz&/; € [0, 1], and an estimato(/;"” € [0, 1],

which measures how well the object is accepted in the cluster. They are initialiZedds = 0,

M = 0,andM™ = 0. Template; is defined through a learning phase where objestperiences

random meetings.

Sim(i, -) + max(Sim(i,-)) .

: ®

Template; «—

Sim(zx,-) andmax(Sim(z,-)) represent the average and the maximum value of similarity be-
tween object: and all other objects that objecthas met, respectively.

In ANTCLUST, two randomly chosen objects meet. Based on their similarity, threshold val-
ues, and clusters, they create, merge, or delete clusters. By repeatedly conducting random meet-
ings, clusters are appropriately organized so that objects in the same cluster become more similar
with one another than those in different clusters.

We consider here the case when two objéasdj meet. First, two objects andj decide
whether they accept their counterpart according to the similarity (i, j) and threshold values

Template; andTemplate;.

Acceptance(i, j) < (Sim(i,j) > Template;) A (Sim(i, j) > Template;). 2)
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ThenTemplate; andT'emplate; are updated by Eq. (1). Next, thdinbels are compared. When

neither of them belongs to any cluster and they accept each other, a new cluster is created.

Labeli — LabelNEW, Labelj — LabelNEW, (3)
if (Label; = Label; = 0)

A (Acceptance(i, j) =True).

If one of the two objects, say objegtdoes not belong to any cluster, and if they accept each other,

objecti joins the cluster of the other.

Label; < Label;,
if (Label; =0)
A (Label; # 0)

A (Acceptance(i,j) = True).

When two objects belong to the same cluster and they accept each other, they increase their size

estimate of their cluster:

M, — (1—a)M;+ o, M; — (1 —a)M; + a,
M — (1 —a)M' + a, M]"' — (1- 04)M]7Ir + a,
if (Label; = Label;)

(4)

A (Label; #0)
N (Label; #0)

A (Acceptance(i, j) = True).

Here, « is a constant between 0 and 1. When two objects belong to the same cluster and they

11



reject each other, they first update the size of their estimates:

MZ‘<—(1—04)MZ'—|—OJ, Mj<—(1—a)Mj+a,

(5)
M;" — (1 —a)M;", Mj" — (1 - a)M],
if  (Label; = Label;)
A (Label; #0)
A (Label; # 0)
A (Acceptance(i, j) = False).
Here, object: with the smaller estimate loses its cluster.
Label, « 0, M, « 0, M} « 0, (6)

wherez = {x|M; = min(M;", Mj*)}. When two objects belong to different clusters and they

accept each other, they first estimate how the size of their clusters will be changed:

M; — (1 —a)M;, M; « (1 —a)M;, (7)
if (Label; # Label;)
A (Label; # 0)
A (Labelj # 0)

A (Acceptance i,7) = True).
Then, objectr in the smaller cluster changes its cluster.
Labelm — Label(mke{z’]}\ {z})’ (8)

wherex = {z|M, = min(M;, M;)}. When none of the above conditions holds, nothing hap-

pens.
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Figure 2: Overview of our proposal

4 Self-Organizing Clustering Method

4.1 Overview

In our method, we regard a sensor node as an ant and a cluster as a nest. The similarity of one
sensor node to another corresponds to the distance from the sensor node to each cluster-head.
Sensor nodes meet through wireless communications. Since a sensor node usually has an omni-
antenna, a radio signal is broadcast, and it is received by all sensor nodes within its transmission
range. Thus, it is a one-to-many communication. In addition, it is a one-way communication. In
our method, only the receiver of a signal adjusts its cluster while in ANTCLUST both encountered
objects adjust their clusters.

A cycle of data gathering, called a round, consists of four phases [3]: (i) cluster-head candi-
dacy, (i) cluster formation, (iii) registration, and (iv) data transmission as illustrated in Fig. 2.
In the cluster-head candidacy phase, all sensor nodes initially consider themselves as candidates
for cluster-head. A sensor node with more residual energy has a chance to advertise its candidacy
earlier than others. It becomes a cluster-head by broadcasting an advertisement within a limited
rangeR. Those sensor nodes that receive advertisements from other sensor nodes abandon their

candidacy and join a cluster. Details of the cluster-head candidacy phase will be given in 4.2.
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Table 1: Status information of sensor node

Information about sensor node

i node identifier

€; residual energy

¢ coordinates

Template; | threshold of similarity, initial value?

P, probability of candidacy [0, 1], initial value 0.5
Information about a cluster of sensor nade

head; identifier of a cluster-head

E; residual energy of a cluster-head

C; coordinates of a cluster-head

M; estimator of the number of cluster members

System parameters

R radius for broadcasting candidacy for cluster-head

r radius for broadcasting cluster information for meetings
P, proportion of social sensor nodes that cause meetings [0, 1]

In the cluster formation phase, sensor nhodes meet through radio communications. A percentage
P, of sensor nodes that are not cluster-heads broadcast information about their clusters within a
limited ranger (r < R). Each of the neighboring sensor nodes which receive broadcast messages
determines which cluster to join based on the information about its own cluster and the newly ad-
vertised clusters. Further details will be given in Section 4.3. Next in the registration phase, which
will be explained in Section 4.4, each sensor node registers itself as a cluster member by sending
a registration message to a cluster-head. In the data transmission phase, cluster members send
their data to the cluster-head. The cluster-head receives its members’ data and aggregates them
into one. Then it sends the aggregated data to a cluster-head which is closer to a base station or
directly to a base station. Details of the data transmission phase will be given in Section 4.5. The
beginning of each round and the timing of phase-changes are synchronized among sensor nodes.
For constructing clusters, a sensor node maintains the information about itself and its cluster-
head as listed in Table 1. Among the parameters in Table 1, the first three ar€l&tatjdate; and
P; are initialized when sensor nodés deployed, and they are updated every round. Information
about a cluster is initialized at the beginning of each round. The last three parameters are initialized

at deployment, but they can be adjusted according to conditions surrounding sensar node
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4.2 Cluster-Head Candidacy Phase

At the beginning of a round, all sensor nodes consider themselves candidates for cluster-head.

Cluster information is initialized as:

headi — i, Ez — €4, Cl — Cy, MZ «— 1. (9)

Assuming that the cluster-head candidacy phase HEdime unit duration, sensor nodean-
nounces its candidacy within the radius®atT x (1 — P;) + K, whereK is a random value [0

(T'p — 1)] to reduce the possibility of collisions among sensor nodes with iderficahd weaken

the assumption of the synchronization among sensor nodes. To prolong the lifetime of a sensor
network, energy consumption among sensor nodes must be balanced. By adjustiragcor-

dance with the residual energy of neighboring sensor nodes as explained in the next subsection,
sensor nodes with more residual energy are more likely to become cluster-paéadsconstant

value used in increasing or decreasifigin Eq. (13). An advertisement of candidacy contains
cluster information, i.e head;, E;, C;, andM;, and its own residual energy. When a candidacy

is announcedF; is obviously identical t@;.

When a sensor node that has not yet announced its candidacy receives an advertisement mes-
sage from another sensor node, it abandons its own candidacy and becomes a member of the
cluster. Furthermore, when a sensor node that already belongs to a cluster receives another ad-
vertisement message, it considers the offer and conducts the same procedure as in the next cluster

formation phase to determine which cluster it should join.

4.3 Cluster Formation Phase

At the end of the cluster-head candidacy phase, every sensor node belongs to a cluster as either a
cluster-head or as a member. A percent&geof sensor nodes decide to be social and broadcast
information about their clusters within a radiusrofOn receiving an advertisement, sensor nodes
within radio signal range meet other sensor nodes and determine their clusters. The format for a
meeting advertisement is the same as for candidacy. If a sensor node is a cluster-head, it does not
initiate a meeting. Hereafter we describe a case where sensor medeives an advertisement

from sensor nodg.

If sensor node is not a cluster-head, then it adjusts its cluster. First, sensorhdeeides

15



Figure 3: An example whergead; # head;) N (Acceptance(i, j) = True)

whether to accept cluster-headad; to which sensor nodg belongs by comparing the distance

to head; with thresholdI'emplate;.
Acceptance(i, j) < (d(i, head;) < Template;). (10)

Here,d(i, head;) represents the distance between cluster-liead; and sensor nodederived
from their coordinates; andC;. If ¢; andC); are in the form ofr, y, and possibly: coordinates,
d(i, head;) is an Euclidean distance. When sensor nodecepts cluster-healtkad;, that is,
sensor node considers that cluster-headad; is close enough, sensor nodeompares the two
clusters. If sensor nodésind;j belong to the same cluster, sensor nodereases its estimate of

size.

if (head; = head;) N (Acceptance(i, j) = True).

If they belong to different clusters it implies that there is another cluster close to sensal;, asde
illustrated in Fig. 3. Cluster-heaftkad; is in sensor nodé's Template;, but its advertisement

has not been heard by sensor nodeor energy-efficient data gathering, it is effective for a sensor
nodei to choose a cluster that is closer to sensor nosiace sensor nodecan save energy by
sending sensor data to a closer cluster-head. In addition, sensof sbdeld choose a cluster-

head with more residual energy to avoid driving an energy-poor sensor node to starvation. Finally,
a cluster with fewer members is preferred, since energy expended in gathering sensor data to a

cluster-head is proportional to the number of cluster members. Thus, sensor clualgges its
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cluster:

head; « head;, F; «+ E;, C; « Cj, M; «— M; + 1, (12)
if (head; # head;)

A (Acceptance(i, j) = True)

Ej > EZ )
(i, head;) — M; - d*(i, head;)/’

4 (Mj-d2

Except for the procedure mentioned above, sensor nddes nothing for cluster formation.
Regardless of whether sensor nades a cluster-head, it updates the probabilRy of its
cluster-head candidacy to reflect the relationship among its own residual enemgy that of

sensor nodg, e;:

min(l, P +p), if e >e;
Py — ¢ max(0, P, —p), if e <e, (13)

P@' if €; = €j.

Here, p is a constant value which satisfipse [0,1]. Thus, the probability of a candidacy is
determined in relation to the residual energy of surrounding sensor nodes, not by its absolute

amount. Next, sensor nodeipdates threshol@emplate;:

Template; = dli, ) + n;ax(d(i, ) (14)

where,d(7, -) andmax(d(s, -)) give the mean and maximum distance between sensorinauie

all cluster-heads that sensor nadecognizes through receiving advertisements.

4.4 Registration Phase

Each sensor node registers itself as a cluster member by sending a registration message to a cluster-
head. Through the registration phase, a cluster head recognizes its members. In a case that CSMA
is used in the following data gathering phase, a cluster-head can estimate the maximum duration
needed to gather sensor data from its members by using an analytical model of CSMA commu-
nications [13]. If TDMA is employed in the data gathering phase, a cluster-head determines slot

assignments. At the end of the registration phase, a cluster-head notifies its members of the sched-

17



ule. Each cluster member can turn off unused components until its turn comes.

4.5 Data Transmission Phase

At the beginning of the data transmission phase, cluster members send their sensor data to a
cluster-head by CSMA, TDMA, or any other MAC protocol. The cluster-head receives sensor
data from its members and aggregates them and its own sensor data into one. If data fusion is
applicable, the size of the aggregated data becomes much smaller than the sum of sensor data
[14]. Then, the aggregated data are sent to the next-hop cluster-head, which is determined by
a multihop routing protocol. Many publications deal with energy-effiecient routing protocols for
sensor networks, e.g., [15]. Since we only focus on an energy-efficient clustering method, a routing
protocol is out of scope of this thesis.

We consider here a simple tree-based routing method, which resembles to [16]. First, a base
station broadcasts a beacon signal with a limited transmission power. On receiving beacon signals,
those sensor nodes within the range of the beacon signals then advertise that they are at the first
level of the tree within the range of radio signals. Receiving those advertisements, sensor nodes
around can recognize that they are at the second level and they can send their sensor data to
the base station via a mediation of the sources of the advertisements. Then, they also broadcast
advertisement messages for their level. By repeating advertisement level by level, all sensor nodes
determine their levels in the tree and identify their parent nodes. In the data aggregation phase,
a cluster-head sends the aggregated sensor data to a cluster-head which is the closest to the base

station among its parents.

5 Analysis of Energy Consumption in Cluster-based Data Gathering

To prolong the lifetime of a sensor network, cluster radii must be carefully determined. For ex-
ample, if a radius is large, a cluster-head consumes much energy in receiving sensor data from
its members and sending the aggregated data to the next-hop node. In addition, cluster-members
consumes much energy in sending their data to the distant cluster-head. However, at the same
time, since the number of nodes in a cluster increases, a sensor node becomes a cluster-head less
frequently. On the contrary, if a radius is small, the amount of energy consumed in data gather-

ing becomes small at the sacrifice of frequent rotation of the role of cluster-head. In addition to

18



intra-cluster communications, the distance to a base station also affects the energy consumption
of a cluster. If a cluster is close to a base station, a cluster-head has to relay more sensor data
from its outside region in multihop communication among cluster-heads. In this section, for each
cluster-head to independently determine an appropriate radius of its clRsteour method, we
analytically investigate the relationship among the energy consumption, cluster radius, and the

distance of a cluster-head to the base station.

5.1 Energy Consumption Model in Cluster-Based Data Gathering

To generalize the problem, we consider energy consumed in gathering data from cluster members
to a cluster-head and sending aggregated data to the base station by multihop transmission among
cluster-heads. Therefore, since we do not consider how clusters are organized, results in this
section can be applied to other cluster-based data gathering methods. We ignore energy consumed
in MAC layer processing in carrier sense, collision detection, and retransmission. The energy

consumed in transmitting and receiving &it message at m is given in Egs. (15) through (17)

[3].

k- (Eelec + Efs - d2)7 if d < dO (15)

Etransmit<ka d) =
k- (Belee + emp - dY), it d > do (16)
Ereceive<k) =k- Eelec (17)

A sensor node consumeés,.. (nJ/bit) in transmitter or receiver circuitry ard(pJ/bit/nt*) in
transmitter amplifier. The thresholfy is introduced to take into account the effect of multi-path
fading.

The total energy¥,;,.ste CONsumed in one cluster is given by Eq. (18).

Ecluster = Eall-m—»h + Eheadl + Ehead? + EheadB (18)

E.n,,—n corresponds to the total amount of energy consumed by cluster members in sending their
sensor data to a cluster-hedd,..41 is the energy consumed by a cluster-head in receiving sensor

data from its memberdsy..q2 IS the energy consumed by a cluster-head in receiving sensor data
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Figure 4: Model of sensor network for analysis

from other cluster-heads which it has to forward toward the base station. Fifglly;; stands
for the energy consumed by a cluster-head in sending the aggregated sensor data to the next-hop
cluster-head or the base station. The amount of energy consumed per senséippdaveraged

over multiple rounds, where the role of cluster-head is rotated, is given by the following equation.

E
Enode = Ma (19)
n
wheren denotes the number of sensor nodes in a cluster. When we assume the uniform distribution

of sensor nodes, the following equation holds.
n=px Sclustera (20)

wherep is the density of the sensor nodes a#g, .. corresponds to the area from which a
cluster-head gathers sensor data.

Parameters used in our analysis are summarized in Table 2. In our analysis, we consider a
circular monitoring region of radiugl’ at whose center a base station is llocated as in Fig. 4.
We assume that sensor nodes are uniformly distributed in the monitoring region with gensity
Through simulation experiments of our proposed clustering method, we observed that neighboring
clusters overlapped with each other by the half of the region of cluster as shown in Fig. 5. In

Fig. 5, a square corresponds to the base station, crosses stand for cluster-heads, and dashed circles
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Table 2: Parameters used in analysis

w%tob > 3

cluster radius (m)
size of sensor data (bit)
density of sensor nodes (node$jm

region that a cluster-head is responsible for in multihop transmissién [(m

radius of sensor network (m)

distance between cluster-head and base station (m)

are edges of clusters. By assuming that half of the sensor nodes in an intersection region belong

to one cluster and the other half to the other, we consider that the region from which a cluster-

head gathers sensor data, which we call a cover region, becomes a square as illustrated in Fig. 6.

When a diameter of cluster is the area becomes the square-oin multihop communication,

we assume that the distance from a cluster-head to the next-hop cluster-head is

All cluster members send their sensor data frolnts to their cluster-heads, even if the base

station is closer to a member. In addition to the sensor data from its members and its own, a cluster-

head has to receive and forward data of sensor nodes in its outer fegidrich is illustrated in

Fig. 7. The area of is defined in accordance with the distanacé a cluster-head to a base station.

When the radius is smaller than the twice the distance to the base statioRt, the area ofS
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becomes a polar rectangle, formed by the sector of the annulus between two circles. Itis enclosed
by radius of the monitoring region and the left boundary of the cover regin+ rt + 2. The

sides of the polar rectangle are given by the boundaries of the cover region to its upper and lower
neighbors. On the other hand, when a cluster-head has a radiusoft, we consider that it

is responsible for the half of the monitoring region in multihop data gathering. Note that in this

model, we do not consider either of data fusing or compression.

5.2 Derivation of £ y—n

Depending on the relationship o&ndW, there are three conditions between the cover region and
the monitoring region as shown in Fig. 8. Among them, we consider only (i) andi{@grause it
is unrealistic that the cluster radiugs much larger than the radius of the monitoring regitn
When we consider the effect of multipath fading in Eq. (16), two conditions are further categorized
into ten cases as shown in Figs. 9 and 10.

Whenr < —t + v/2W?2 — 2 hold<] the whole cover region of a cluster fits within the mon-
itoring region as illustrated in Fig. 8 (i). This condition is divided into the following three cases

depending on the influence of multipath fading.

(@ r<v2d
(b) \/§d0 S T S 2d0
(C) 2dyg < r
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On the other hand, when> —t++/2W?2 — 2 holds, a part of the cover region protrudes from the
monitoring region as illustrated in Fig. 8 (ii). This condition is divided into the following seven

cases.

(d) r < 2d
&) (V2dy <r < 2do) A (BTG5 <t = 5) v (-W < —t - o))

(N (V2o <7 <2do) A=W > —t —dp) A SRS i e S S DR
2 0
@ (V2do <r<2do) A(-W > —t —do) A —t — d%—%éidg_gg_tQ—H\/d%—%)

(h) (V2do <7 <2do) A (=W > —t —do) A | =t +/df — 5 < d‘#)
() (2do <7) A (=t —dy > —W)
(J) (2d0 < T’) A\ (*t —dp < *W)

In the following, for each of cases, we first derive the average amount of energy consumed in
sending sensor data from a sensor node in a cover region to a clusterzheagl, Then, the total
of B, —n, .., By m—n 1S derived.

In cases (a) through (c), the arg8a, .- from which a cluster-head gathers sensor data is given

as.
Scluste’r‘ = T2~ (21)

Case (a)
In this case, all cluster members consume energy in proportional to the square of the transmission

distance.
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By = { elec+5fs/ / g (\/$2+y ) da:dy}
% cluster

Efs r
— k(B L 22
< fee Scluster 6 > ( )

Eale—»h = (pScluster - 1)Em—>h ~ pScluste’/‘Em—>h

4
g r
= kpScluster (Eelec + fs . _>

Scluster 6

4
= kp <Sclsuster ’ Eelec + Efs %) (23)

Case (b)

In this case, some of cluster members suffer from multipath fadingbLahdb, correspond to

the region where Eq. (15) and (16) apply, respectively. Their areas are dendigdaasl Sy, ,

respectively. The surd,, of the square of the distance to the cluster-head of all sensor nodes in

regionbd, is derived as:

d =2

r
2

B/ dB—a?
2
/W(\/x + 12 dyd:c-i—/ —/

[Ad2 — 12
- L 12d3 < arcsin VAdy =T arcsin [ —— | b — r(r? +2d3)/Ad3 —r2|. (24)
12 2do 2do

The sumd,, of the fourth-power of the distance to the cluster-head of all sensor nodes in

Va2 + 2 y2 dyd:c

regionbd, is derived as:

_ d%—ﬁ r 4
dp, = 4/ ! /2 (x/x2 +y2> dydz
_% /d%—$2

NZr -
= %0 [120% {arcsin(onr> — arcsin <2Ldo> } (25)
—2r(r" + 2dgr® + 6dg)/4dF — r2 + Tr°

Then,E,, ., andE,; .., can be derived by the following equations.
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Spt - dpy Stz dp2
Em—>h =k (Eelec * £fs Scluster S te Scluster Sb2
dp dy
=k Eoec +€¢s - L 72> 26
( : ! Scluster P Scluster ( )

Eall_mﬂh - (pScluster - 1)Em~>h ~ pSclusterEmHh

= kp (SclusterEelec + Efs db1 + Emp * dbg) (27)

Case (c)

In this case, the whole region where the energy consumption is given by Eq. (15) is in a cover
region of a cluster-head. Let andcs correspond to the region where Eqg. (15) and Eq. (16) apply,
respectively. Their areas are denotedsgsandsS,,, respectively. The suni., of the square of

the distance to the cluster-head of all sensor nodes in regisderived as:

27 pdo 4
d,, = / / Bdrd) — T (28)
o Jo 2

The sumd,, of the fourth-power distance to the cluster-head of all sensor nodes in regisn

derived as:

21 prdo
d,, = / / x2+y> dydz — / / S drdf
5 5 0 0

7r% — 607 d}
S 29
180 (29)

Then,E,,_., andE,; ., can be derived by the following equations.

Sd dc Sc2 dc
Em—n =k Eelec E Cat mp * o
h { pee °f <Scluste7‘ Scl > te P (Scluster SCQ > }

=k (Eelec + i : dc1 + Emp : dcg) (30)

cluster Scluster

Eallmﬂh - (pScluster - 1) . Emﬂh ~ pSclusterEmﬂh

= kp (Scluster : Eelec + Efs . dc1 + Emp : dcz) (31)

In the following cases (d) through (j) where> —t + /2W?2 — 2 holds, a part of a cover

region protrudes from the monitoring region. The afea.., from which a cluster-head gathers
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sensor data is derived as:

Scluster = g (W 2t+r> /Z \/W

Z

1 2 .
= 1 [4W {arcsm(W

VW? — 22dx

2 _ 2
) + arcsin(%) } (32)

+AZNW?2 — Z2 — p\JAW?2 — 2 + 2r(2t — 1)

whereZ is derived as:

Z = max(—W, -t — (33)

Case (d)

In this case, cluster members consume energy in proportion to the square of the transmission
distance. Let; correspond to the region covered by a cluster. The area is denotgg (as
Seiuster). The sumdg, of the square of the distance to the cluster-head of all sensor nodes in

regiond; is derived as:

2

_ _r2 T, 9
dg, = / / \/ x+t2—i—y2) dydx
2 1.2
t+5 5 2
/ (\/ r+t)2+ y2> dydzx
yw2-z2
T [24W (W= +2t7) {arcsm(W) + arcsm(T) (34)
+8(27% +8tZ* + W2Z + 6127 — StW?)\/ W2 — 72

—r(2W2 1262 + 12)VAW2 — 12 4 dr(120W + 48% — r3)] .
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E,,_,andEy; ,_.n can be derived by the following equations.

S d
R R Gt )
cluster 1

By (El T L dd1> (35)

Scluster

Eall_m—>h - (pScluster - 1) ' Em—>h ~ pSclusterEmah

= ,IC,O (Scluster : Eelec + Efs - ddl) (36)

Case (e)

In this case, some of cluster members suffer from multipath fadinge.Lahdes correspond to

the region where Eqgs. (15) and (16) apply, respectively. Their areas are dendigdaasl S, ,
respectively. The sunid,, of the square of the distance to the cluster-head of all sensor nodes in
regione; is derived as:

de, = dp,

1 4 . V 4d% —r2 . T 2 2 2 2
-5 |:12d0 {arcsm(T —aresin| 5o ) 0 — r(r® 4 2dy)4/4d3 —r (37)

The sumd,, of the fourth-power of the distance to the cluster-head of all sensor nodes in region
ey 1S derived as:

d d 2 VW s +t2+24dd
ez = Oby /t; \/m( (z ) y) yar
1 2 1174 27172 4 . (VAW?E =12 (24
= ——— |1 - —
360 |: 20W= (W™ +6t°W~ + 3t ){arcsm( o7 arcsin| = (38)
/Ad? — r2
+240d5 { arcsin ) — arcsin L
2do 2do

—{2W2(150tW2 +3r W2 4 1406° — 66r1% — 6%t + 1)

1204° 4 260t + 32023 + 47312 — 2% 7“5}\/4W2 “t+r)e
—r(6W* +1806°W? + 2r°W? + 90t + r*)\/4AW?2 — r2

+4r(r* + 2d3r® + 6dg)\/4d2 — 12

+360rtW? + 72003 W2 + 7205 — 40r3° — 77«6} )
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Then,E,,_., andE,; .., can be derived by the following equations.

S, d S, d
Em—> =k Ee ec s —r .= m &2 S =2
" { tee &f (Scluste'r' Sel ) te P (Scluster Seg ) }

: (Eelec + £fs . del + Emp . d52> (39)
Sz‘luster

Scluster

E(Lllm—>h = (pScluster - I)Em—>h ~ pSclusterEm—>h

Scluster Scluster

£ Em
= kpSclusteT' (Eelec + # : del + il d€2>

- kp (Scluster . Eelec + Efs* del + Emp * deg) (40)

Case (f)

In this case, some of the cluster members suffer from multipath fadingf;Lastd f» correspond

to the region where Egs. (15) and (16) apply, respectively. Their areas are denStecdadsS, ,
respectively. The suniy, of the square of the distance to the cluster-head of all sensor nodes in

region f; is derived as:

0 (x+t 2
df, = / / (z+1)2 + y2) dydz
Z :c+t
2_,2
# dg—(z+t)2 2
—2/ / ( (z+1t)%+ y2> dydz
Z1 VW22
1 T+t Tt 2_ 2 2
= 51 [12dg{arcsm< 2d: ) + arcsin( 1d: ) + arcsin(WToto) (42)
—t \A4dZ —r?
+ arcsin<W ) +2 arcsin(L> -2 arcsin(#>
0 2d0 2d0

7 W24 1% — dg
- 2 (1172 2 0
12W=(W= 42t ){karcsm(W> +arcsm< STV )

+4(273 + 6t Z3 + 6t2 Zo + d3 75 + 263 + dit)\/ A3 — (Za + t)?

+4(2Z3 + 6t ZF + 61221 + d3 7y + 263 + dit)\/dB — (Z1 + t)?

(
(

—-3(5W?2 + 2 + dg)\/—w4 +2(dg + 22)W?2 — (t2 — d3)?
(

+4(2W3 — 6tW?2 + 6t°W + dZW — 2t3 — d2t)\/d3 — (W — )2
—4(273 + 87 + W?Zy + 612721 — StW?)\ /W2 — Z2 + r(2r? + 4d3)\/4dE — 7"2] .
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The sumdy, of the fourth-power of the distance to the cluster-head of all sensor nodes in

region f; is derived as:

2 w242
d3-w?—¢

(2 4
dp, — 2/ / ( (x+1)2+ y2) dydz
t—% d2—(z+t)2
/ W2 .2 / _ x2 (x +1)2 +y2> dydx
—1 AW?2 — 2 2 2 g2
= 350 [120W2(W4 + 6t2W2 + 3th) {arcsin(%) — arcsin(%) } (42)
2 _ 42 _ g2 AdZ — 2
12045 {arcsin(%ﬂ) -2 arcsin(zo—dor> + arcsm(QZO) }

—20(10W* 4+ 1962W?2 + 4d3W? + t* 4+ d3t* + dé)\/—W4 +2(12 4 d2)W?2 — (12 — d2)?

dfz

—r(6W* + 180t*W? + 2r°W? + 90t* + r*)/4W2 — 12

+3r(r* + 2d3r? + 6dg) /43 — r2 + r(360tW* + 72063 W?2 + 72t° — 40r%® — 77"5)] :

where,Z; andZ, correspond t&Z; = max(—W, —t — §) andZ; = min(-W, -t — %), respec-

tively. Then,E,, ., andE,; .._.» can be derived by the following equations.

Spr dp Spy dp
Emﬂ =k Ee ec s Em A
4 { fee < ( Scluster Sfl te P Scluster Sf2

=k (Eelec + SR ’ df2> (43)
Scluster
Eallm—>h = (pScluster - 1)Em—>h ~ pSclusterEmﬂh
£
= kpScluster <Eelec + s + g . dfz)
cluster

Scluster
= kp (Scluster “Bejec + Efs - df1 + Emp - de) (44)

'df1+

Scluster

'dfl

Case (9)
In this case, some of the cluster members suffer from multipath fadingy; lastd g» correspond
to the region where Egs. (15) and (16) apply, respectively. Their areas are denSigcads,,,

respectively. The sund,, of the square of the distance to the cluster-head of all sensor nodes in
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regiong; is derived as:

2
dg, = (x+1)2+ y2) dydzx

—/w2—r2 W
/ /

t4/d2—
/ / (x+1t)2+y ) dydx
Vw22
—t43 dg (z+t)2 2
/ / (x+1)2 + y2) dydx

t-H/d%—T— VB —(z+1)?
1 99 9 . (7 , AW? — 2
T [24W (W= +2t%) {arcsm(w) + arcmn(T) (45)
4 . (\AdE —1r? B (T
+24d,, {arcsm<—2 o ) arcsm<2 do)

+8(27° + 8tZ* + W?Z + 61> Z — StW?) /W2 — 72

—r(2W2 + 612 + r2)VAW?2 — 2 — 20 (r? 4 2d2)\/4d% — 2 + 167t (3W? + 12) |.

The sumd,, of the fourth-power of the distance to the cluster-head of all sensor nodes in

regiongs is derived as:

1
dgy, = gdbz
1 \/AdS — r?
= 120al6 arcsin | Y20 T ) aresin | —— (46)
360 2dg 2dg

—2r(r* 4 2d§r® + 6dg)\/4d2 — r2 + 70

Then,E,, ., andE,; ., can be derived by the following equations.

Sy d S0 4
Em*) =k Ee ec S “ o m . S
" { fee T &1 <Scluster Sgl ) T Emp <SCl“SteT Sg2 ) }

IS IS
= k<Eelec+i'd91 _,_&.dm) (47)
Scluster Scluster
E(lem*)h - (pScluster - 1)Emah ~ pSclusterEmﬂh
£
= k;pScluster <Eelec + i : dgl + o . dgg)
Scluster Scluster
= kp (Scluster “Fejee + Efs dgl + Emp dgg) (48)
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Case (h)

In this case, some of the cluster members suffer from multipath fading:,L&tdh- correspond

to the region where Eqgs. (15) and (16) apply, respectively. Their areas are denStecadS),,,
respectively. The sund,, of the square of the distance to the cluster-head of all sensor nodes in

regionh; is derived as:

2 w2 42
d3-w2—¢

W2 _—g2 2
2t
dp, :/ / ( (x+t)2—|—y2) dydzx
W W2 a2

—t+r/2 x+t 2
/i W2 t2/ (x +1)? +y2) dydx

:c+t

1 A T
= [24W2(W2 + 2t2) {arcsm(w) —~ 5} (49)

2 2 1
—24dé {arcsin(%) + arcsm(2;0> }

+6(5W2 + % + d%)\/—w4 +2(82 + dB)W?2 — (2 — d2)2 — r(r* + 2d5)/4d — r2] :

The sumdy,, of the fourth-power of the distance to the cluster-head of all sensor nodes in

regionhs is derived as:

_ Wz_% W2 _az2
e

W22
il w t
2t

4
(x+1)2+ y2) dydx

d2—(z+t)2

—tt3 3 4
—|—2/ _ / ( (x +t)2+ y2) dydz
w2 )

AW?2 — 2 W2+t — dj
L 2 4 27172 4 : _ o2 T "0
= ~350 [12OW (W +6t°W*+ 3t ){arcsm( TG ) arcsm( STT > (50)

2 _ 2 _ 2
160d8 {arcsin(WToto) — arcsin <2TFO> }

—20(20W* + 1962W?2 + 4d2W? + 90t* + t* + d2t® + dé)\/—W4 +2(t2 4 d2)W?2 — (12 — d3)?

—r(6W* + 1802 W2 + 2r2W? + 90t* + r*)\/AW?2 — 12

+r(rt + 2dgr® + 6dg)\/4d2 — 2

+7(360tW* 4 7203 W?2 4+ 725 — 401213 — 7r5)] .
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Then,E,,_., andE,; ., can be derived by the following equations.

Sh dh Sh dh
Bt = k4 Euee g, ) Tem o S
" { chec + £fs <Sclust€r Sh1> - Emp (SCIUSteT Sh2

N k<Eelec+ s gy, + -dhz> (51)

Scluster Scluste'r
Eallm—>h - (pScluster - 1)Em—>h ~ pSclusterEm—JL

g e
= kpScluster (Eelec + fs . dh1 + UL dh2>

Scluster Scluster
= kﬂ (Scluster ' Eelec + Efs dh1 + Emp * dhg) (52)

Case (i)
In this case, some of cluster members suffer from multipath fadingiL&hdi, correspond to
the region where Egs. (15) and (16) apply, respectively. Their areas are dendtgdaad S;,,
respectively. The sund;, of the square of the distance to the cluster-head of all sensor nodes in
regionh; is derived as:

wdg

dil - dScl - 7 (53)

The sumyd;, of the fourth-power of the distance to the cluster-head of all sensor nodes in region

35



1o IS derived as:

diy = db, / / (z +1)2 y) dydz
%
/ / (x +1t)? —i—y) dydx
VW22
1

A AW?2 — 2
o 2 4 211,72 4 . 1 :
= =0 [ 240W=(W* + 6t“W* + 3t%) {arcsm(—W) + arcsm( o ) } (54)

~16 (82{’ + 48t 7 + AW Z3 4+ 12082 Z3 + 24t W32 23 4 12063 73
+3W1AZ, — 3062 W22, + 45th 2, — T2eW — 120t3w2> W2 — 73

o7 (6W4 + 180622 + 222 4 90t* + r4> VaAW? 2
+r(144Z§ + 720t Zy + 1440t* Z3 + 40r2 Z3 + 144063 73

112002422 + 72044 Z5 + 12002225 + 9r422)
+r<144Z15 + 720t Z} + 144062 Z3 + 40r° Z3 + 144083 77

F120r24 22 + 72064 21 + 1200222, + 97’4Z1>
+1447rW° — 1440rtW* 4 1440rt>W3 + 4073 W3 — 2880rt3W?2 — 12013t W2

+720rt W + 120362 W + 9r°W + 12013t + 975t + 2816 — 240d07r] ,

where,Z; = max(—W, —t — §) andZy = min(-W, —t — 3).

Then,E,, ., andE,; .., can be derived by the following equations.

S; d; S; d;
Epn = k< Eelec s o u " 2 T2
g { fee °f (Scluster Sil > T P (Scluster Sig > }

=k (Eelec + i : dil + Emp : dm) (55)

cluster Scluster

Eallmﬂh - (pScluster - 1)Em~>h ~ pSclusterEmﬂh

1>
= kpScluster <Eelec + i ' di1 + did : dzg)

Scluste'r Scluster
= kp (Scluster : Eelec + Efs : dil + 5mp : dzg) (56)

Case ()

In this case, some of the cluster members suffer from multipath fadingj, laeid j> correspond
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to the region where Eqgs. (15) and (16) apply, respectively. Their areas are denStedads;,,
respectively. The suni;, of the square of the distance to the cluster-head of all sensor nodes in

regiony; is derived as:
a3 -w? 2

W22

2t 2

dj, :/ / ( (x4 1)? —i—yQ) dydz
2 2

—T

—t+do VA —(a+1)2 9
ﬁ e / (Va+07+v?) dyda

:c—i—t)2
W2 —ad? T
= -3 [41/[/2(1/1/2 + 2t%) {arcsm(W) — 5} — 27dy (57)
2 _ 42 _ 2
—4d} arcsin( 0) + (W2 + 42+ AR\~ WH 4 282 + BYW? — (12 — dZ)?
2dpt

The sumd;, of the fourth-power of the distance to the cluster-head of all sensor nodes in

regionjs is derived as:

—t—dp
32: c2 / / x+t +y) dydx
=5 -3
a3 -w?2 2
2t 2 4
—2/ / ( (z+1t)? +y2> dydx
—t—dp \d2—(z+t)?
—ywE-rp e
9 /i ]

4
e (V+07+v?) dyda
W?2_z2

2t

AW?2 — 2 2442 432
= —— 1201/1/2(1/1/4 +6£2W?2 + 3t4) {arcsin(L) - arcsin(b)} (58)

360 2W 2w

2 t2 o d2
+120d0 aI‘CSlH(WTOtO>

—20(10W* 4+ 1962W? + 4d2W? + t* + d3t? + dé)\/—W4 +2(12 4+ d2)W2 — (12 — d3)2
—r(6W* +180t2W2 + 2r2W? + 90t* + r1)\/4AW?2 — 72

+360rtW* + 7200t3W?2 + 72rt® — 40r3t3 — 7% + 60d67r] .
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Then,E,,_., andE,; ., can be derived by the following equations.

Epmp = k{E A ) e | 22— 2
h { elec T Efs <Sclu5t67’ S; > t+ Emp (Scluster SJ2>}

=k <Eelec+ L 'd%'- + S 'déjz) (59)

Scluster / Scluster
Eallm—>h = (pScluster - 1)Em—>h ~ pSclusterEm—»h
g e
= kpScluster (Eelec + SRSLE dj1 + . dj2>
Scluster Scluster
= kp (Scluster “Fejee + Efs - djl + Emp - dj ) (60)

5.3 Derivation of Ej,..a1

The amount of energ¥;,..q1 consumed by a cluster-head in receiving sensor data from its mem-

bers is derived as:
Eheadl = k(pscluster - 1)Eelec ~ kpSclusterEelec (61)

5.4 Derivation of E},.q42

Ereaqo COrresponds to the energy consumed by a cluster-head in receiving sensor data from outside
cluster-heads. The aréswhere sensor data to forward exists is calculated as following. When
the relationship between the cluster radiuand the distance of the cluster-head to a base station

t satisfiess < 2t, S takes the form illustrated in Fig. 7 (a). When> 2¢ holds, S becomes the

half of the monitoring region as illustrated in Fig. 7 (b). In case that M holds, S

becomes 0. Thereforé, can be derived as:

_ A/ 2 _ 942
g(WQ—t2—rt—7‘2), if (r<2t)A(r< bt 4;/1/ 3t )
_ A/ 2 _ 942
S=190, if (r<2t)A(r> i 4;/1/ 3t ) (62)

1 .
3 {7W? + 12 — 2(Sguster + 1)}, Otherwise

whered is derived as:

r2
0 = arccos <1 — ﬁ) . (63)
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The total amounk of sensor data that a cluster-head receives from rejigrgiven as:
K = kpS.

Therefore, the energ¥;,..q2 consumed in reception of sensor data from other cluster-heads is

given as:

EheadQ = KEelec

= kpSEelec- (64)

5.5 Derivation of E},.q43

A cluster-head sends all sensor data to the next-hop, a cluster-head or the base station. The distance
to the next-hop is, if » > ¢ holds, ort, i.e., direct transmission.

If either of r < dy orr > dy > t holds, a cluster-head consumes energy which scales propor-
tionally to the square of the transmission distance. Therefgg,;3 consumed in transmission

of sensor data is derived as:

Eheads = (kpscluster + K) {Eelec + Efs - min(r27 tz)}

= kp(scluster + S) {Eelec +Efs min(r2, t2)} . (65)

Otherwise, a cluster-head consumes energy which scales proportionally to the fourth power of the

transmission distance.

EheadB = (kpScluster + K) {Eelec + Emp * min(r4, t4)}

= kp (Sciuster +5) {Eelec +emp - min(r, t4)} ) (66)

5.6 Results of the Analysis

In Figs. 11 througth 16, we shoW,,, ... and E,,,4. With radiusr against the different size of the
monitoring regioni’ and the distanceof the cluster-head to the base station. The ratliugas
set at 100, 200, and 400. The distanaeas set at 10%, 20%, 40%, and 80%lGf We setE,;..
at 50 (nJ/bit)£ s at 10 (pJ/bit/m), ande,y,, at 0.0013 (pJ/bit/M) in Egs. (15) through (17). The
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thresholdd, was set at 75 (m) [3].

First, from Figs. 11, 13 and 15, we observe that the amount of energy consumed in a cluster
E..ster INCreases as radiusincreases when < ¢ holds, that is, the radius is smaller than the
distance to the base station. This is because dll,@f,,,—1, Freadls Ehead2, aNAE}qq.q3 INCrease
as radius’ increases. When > ¢ holds, that is, the base station exists in a cluster, a cluster-head
sends the aggregated sensor data directly to the base station. Therefore, the slope becomes gentle
against the increase of raditisWhen radius: is equal t@2¢, the region for which a cluster-head is
responsible in multihop communications changes from Fig. 7 (a) to Fig. 7 (b). Thus, in our model,
Ejuster SUddenly increases. When radiugoes beyon@t (r > 2t), Eqj_m—p and Epeqq1 keep
increasing whereak},..q2 and the distance to the next hop, i.e., the base station, do not change.
ConsequentlyF,, st SlOwly increases.

Next, we consider the effect of the relationship among radiausd threshold, on the energy
consumption per nodey,,q... Whenr < dj holds, the amount of energy that cluster members
consume in transmitting their sensor data to a cluster-head is derived by Eq. (15). Asrradius
increases, the number of cluster members also increases. The total energy consumed in a cluster,
E.ster, @lSO INcreases, but its rate of increase is slower than that of the number of cluster mem-
bers. ThereforeF,,,q4. decreases with the increase of radiuas far as the whole cover region
is within the monitoring region. On the other hand, when radius larger than threshold,

(r > dp), the energy consumption in data transmission of some cluster members scales propor-
tionally to the fourth-power of the distance. Thus, Eq. (16) applies. As a rdsyi, increases

as radiug- increases. The reason why we observe sudden dropsf at thresholdi is that

the energy derived by Eq. (15) is larger than the energy derived by Eq. (16) at thréghold

Finally, we consider the effect of the relation between radiasnd distance on the energy
consumption per nodey,,.q.. When the base station is within the range of radio signals, i.e.,

r > t, a cluster-head directly sends the aggregated data to the base station. Therefore, the increase
rate of £, 5. bECOMeES small whereas the number of sensor nodes in a cluster keeps increasing at
the rate of the square of the radius. Consequehtly,. decreases as radinsncreases. When ra-

diusr is equal ta2t, E.j,ste SUddenly increases as mentioned before. Thisy. also suddenly
increases. When radiusbecomes more tha2¢ (r > 2t), the rate at whichZ,, ., increases
becomes small. Since the number of sensor nodes in a cluster keeps incrégsipgnce de-

creases. However, as raditdurther increasesE ., and Ep.qq1, Which are proportional
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to the number of cluster members become more influential gp.... Therefore,E,,.q. begins
to increase again. Although we observe the minimun¥gf,. around this point, for example,
r = 205 fort = 50 in Fig. 16, the radius is not feasible for the limited transmission distance of ra-
dio signals. For example, in Zigbee specifications [17], which adopts the IEEE 802.15.4 standard,
the transmission range is not more than 100 meters.

In Figs. 17 through 19, we depict the transition of radiys which minimizesE,,,q. against
distancet. Curves correspond to the cases that the maximum cluster ragiysare 40, 80 and
100 meters and the case without limitation. Radilms an additional limitation;,,, due to our
analytical model. r;;,,, is defined as the boundary of conditions Fig.8 (i) and Fig. 8 (iii), i.e.,
Tlim = t + V2W?2 — 2. Figure 17 shows that, whed$ < ¢ holds, radius,, is the radius which
minimizesS, that is,» which minimizesiW? — t> — rt — r2 from Eq. (62). On the other hand,
when0 < ¢ < 35 holds, radius-,,; becomes larger than 140. This is because that raditsich
minimizesWW? — t?> — rt — r? exceed2t. In this case, the model of surfaSechanges from Fig. 7
(a) to Fig. 7 (b).E,,0q4c is also minimized at = 2¢, where the surfacé increased suddenly, that
Eoqe takes local minimum. Figs. 18 and 19 show the similar transitions. The behavior at both
ends of the graph is same as in Fig. 17. However, they have differences in the intermediates, where

Topt DECOMES 75 M.

6 Simulation Experiments

We evaluated the effectiveness of our method through simulation experiments. We considered
sensor networks which have a monitoring region with radiusf 100, 200, and 400. The density
p of sensor nodes is fixed at 0.005. Then, the number of sensor nodes becomes 157, 628, and 2513
for eachl¥’. We assume that a sensor node has the limited transmission range of radio&ignals
We seti; at 50, 100, and 150. The maximum cluster radiys, are set at 80 % ob/;. For the
comparison purpose, results of fixed cluster radius are also obtained. As a fixed radius, we choose
20, 40, 80, and 120. Each sensor generates an 800-bits data every round. The message size of
clustering information was set at 60 bits with a header of 120 bits. All sensor nodes had the same
initial residual energy of 0.5 J.

In the following figures, Figs. 20 through 22, we depict transitions of the cumulative amount

of data received at the base station and the total amount of energy consumed in each round against
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the number of rounds. When sensor nodes begin to die due to depletion of battery or a tree cannot
be built due to death of intermediate sensor nodes, a slope of a line becomes gentle in figures of the
cumulative amount of data. The total amount of energy takes into account all of energy consumed
in all four phases in our method proposed in Section 4. Figures 20, 21, and 22 correspond to cases
of W =100, 200, and 400, respectively.

In figures on the right column of Figs. 20, 21, and 22, it is clearly shown that our method
can reduce the total amount of energy consumed in a round. When the maximum transmission
rangeM; is small, a scheme with a fixed radius Bf=20 outperforms the others as depicted in
Figs. 20(a), 21(a), and 22(a). The reason is that our multihop routing algorithm fails in estab-
lishing a tree when a cluster radius is large in comparison with the maximum transmission range.
Since hearing advertisements of candidacy of others, a sensor node abandons its candidacy in our
method. Cluster heads are apart from each other by at least cluster Radiusultihop routing,
the next-hop node is chosen among cluster-heads within the maximum range of radio gignals,
WhenR is close toM;, the possibility that a cluster-head can find another cluster-head becomes
small. Consequently, the cluster becomes isolated and sensor data cannot be gathered from the
cluster. On the contrary, when the maximum transmission rafgis 150, a scheme with a fixed
radius of R =20 becomes inferior to others as shown in Figs. 20(e), 21(e), and 22(e). When a
cluster radius is small, the number of clusters becomes large. Since independently of cluster radius
R, each cluster-head consumes the same amount of energy in advertising its level to the maximum
transmission range of radio signals, the total amount of energy consumed in such advertisement
becomes large with a small fixed radius. The effect becomes more influential when the maximum
transmission range is large. When we compare results among different radii of monitoring regions,
we can see that the fixed radius that leads to the best performance in terms of the amount of data
received at the base station changes. Therefore, when we employ a clustering method with a fixed
cluster radius, we have to carefully choose a radius in accordance with the maximum transmission
rangeM,; and the size of the monitoring regid#i. On the contrary, although our protocol does
not attain the best performance among alternatives, it can adapt conditions of sensor networks. We
should note here that the performance degradation of our method with &fpe#in be improved

by introducing more sophisticated multihop routing protocol.
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7 Conclusion

In this thesis, we first propose a distributed clustering method for energy-efficient data gathering in
sensor networks. Next we established an analytical model of energy consumption in cluster-based
data gathering with multihop communications among cluster-heads. Based on analytical results,
we considered a self-organizing clustering method where each cluster-head determined its cluster
radius based on the distance to the base station and other conditions of a sensor network. Through
several simulation experiments, we showed that our method consumed less energy than methods
with a fixed radius in sensor networks with radius of 100, 200, and 400 m. In addition, we also
showed that the cluster radius for the best performance differed among conditions and our method
was adaptive.

Several issues still remain to be solved. As we pointed out, our method cannot attain the
best performance in spite that the total amount of consumed energy is the least, due to our poor
tentative multihop routing protocol. We should consider another routing protocol that makes use

of the benefit of energy-efficiency of our method.
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