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Conventional approaches
for quality control

* End-to-end solution (TCP, TFRC)

— Data transmission quality across the present Internet cannot be
assured essentially because of best-effort basis.

* Network layer solution (IntServ, DiffServ)

— They need to deploy additional mechanisms to all routers that all
traffic-flows traverse.

» Underlay solution (MPLS, GMPLS)
— They need additional mechanisms such as bandwidth broker.

« Overlay solution (RON [11], FBR [12])

— They need additional overheads such as signaling messages and
redundant traffic.
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TCP overlay network
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Advantages of TCP overlay network
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Subjects on this presentation

 Introduce an analysis approach to estimate
average end-to-end throughput with a TCP
proxy mechanism.

e Show the analysis results give a reasonable
estimation of end-to-end throughput.

e Confirm the effectiveness of TCP proxy.
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Simple throughput estimation

» Each split TCP connections )
has identical hop countsina
32 hop network.

» Packet loss ratios and RTTs of
each hop are the same.

* The expected throughput p can
be calculated as follows.

p = min p(i)
|
p (i) is the throughput of each
split TCP connection i.
It can be estimated by using

Padhye’s equation for the average
TCP throughput.
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Problem in TCP proxy mechanism
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Analysis outline
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Analysis approach
considering performance degradation

The number of
transmitted packets
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Evaluation model
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Confirmation of analysis result
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Evaluation model
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Effectiveness with a TCP proxy

2004/12/09 ATNAC2004




-Y- Osaka University Advanced Network Architecture c/

Conclusions and future works

e Conclusions

— Introduce an effective analysis approach to estimate average end-
to-end throughput considering the problems that will occur In
introducing a TCP proxy mechanism.

— Find that we cannot ignore performance degradation caused by
these problems.

— Confirm the effectiveness of the TCP proxy mechanism.

e [uture works

— Need to investigate the performance of the TCP proxy mechanism
when it handles Web traffic, where its file transfer delay is
severely affected by the processing delays of a TCP proxy.

— Intend to discuss Issues relating to the design of TCP overlay
networks In large scaled networks.
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