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Abstract

A wireless sensor network (WSN) consists of a large number of small, low-cost, and frag-
ile sensing devices, called sensor nodes, communicating with each other through unreliable and
unstable wireless communication. Therefore, control mechanisms for WSNs must be scalable
to the number of nodes, adaptive to dynamically changing communication environment, and ro-
bust to failures. In addition, due to difficulty in managing sensor nodes in a centralized manner
for limited energy and network resources, control mechanisms must be fully distributed and self-
organizing. Considering these requirements, it is not surprising that much attention has been paid
to application of biological mechanisms in these days, ranging from signal transduction network
to swarm intelligence. A variety of biologically-inspired control mechanisms have been proposed
for routing, clustering, scheduling, and topology control of WSNs. In this thesis, we focus on
topology control for energy efficient and low delay data gathering, which certainly is one of the
most important issues of WSNSs.

Independently of applications, unless all sensor nodes operate with electric power supply,
energy efficiency is a strong requirement for control mechanisms. In addition, it is necessary for
sensor nodes to deliver up-to-date sensor information to a sink node of sensor data, e.g. a gateway
server, as fast as possible for prompt reaction to detected events and conditions. The amount of
consumed energy and the delay in data gathering heavily depend on the topology of a WSN. A
variety of topologies have been considered for energy-efficient and low-delay data gathering in a
WSN, such as, direct transmission from all sensor nodes to a sink node, a tree topology rooted at
a sink node, and multi-tier topology organized by clustering sensor nodes into groups. However,

there has never been comprehensive and complete comparison among them so far, to the best



knowledge of us. Therefore, we first need to clarify the best topology for data gathering before
considering scalable, adaptive, robust, fully-distributed and self-organizing control mechanism.
Therefore, we begin this thesis with investigation of the best topology for data gathering from
viewpoints of energy efficiency and delay. We consider six types of topology, as combinations
of with or without-clustering and single or multi-hop transmission for inter or intra-cluster com-
munication, in a variety of scenarios different in the energy consumption model, node density,
communication range, and the location of a sink node. Through extensive evaluation, we prove
that adopting multi-hop communication in both of inter and intra clusters enables energy-efficient
and low delay data gathering in a balanced manner for most of scenarios. Then, we propose
a novel topology control mechanism based on a biological self-organizing mechanism, that is,
the reaction-diffusion model to organize the best topology in a self-organizing and autonomous
way. A reaction-diffusion model is a mathematical model for pattern generation on the surface of
body of fishes and mammals. Nodes generate a spatial spot patterns through exchange two virtual
morphogens, i.e., activator and inhibitor, among neighboring nodes and calculating a reaction-
diffusion equation. The spatial pattern, which is gradient of morphogens, has peaks of activator
concentration equally spaced. The node which has a peak of activator concentration is elected as
cluster head, and other nodes send own data following the gradient of activator concentration to
the cluster head. In addition, we find that the point density of cluster heads near the sink node is
larger than that of far form the sink node in optimal topology. Therefore, we extend the mecha-
nism to generate the point density of cluster heads. Through simulation experiments it is shown
that a topology organized by our proposal accomplishes as small energy consumption and delay
as the best topology derived under an ideal condition does at the difference of about 8.4 % with

data fusion, and 30 % without data fusion.
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1 Introduction

Recent advances in micro-electro-mechanical system (MEMS), wireless communications, and
digital electronics technology have made development of small and low-cost sensing devices pos-
sible [1]. Wireless sensor networks (WSNs) are composed of a large humber of such sensing
device, called sensor nodes, which consist of sensing, data processing, and wireless communicat-
ing components. WSN enables a broad range of applications, such as environmental monitoring,
precision agriculture, health monitoring of human beings and artificial structures, and disaster and
crime prevention [2]. WSN is one of the most promising and key technologies for safe, secure,
and comfortable society.

In WSNSs, since a large number of fragile nodes communicate with each other through un-
reliable and unstable wireless connections, control mechanisms for WSNs must be scalable to
the number of nodes, adaptive to dynamically changing communication environment, and robust
to failures. In addition, due to difficulty in managing sensor nodes in a centralized manner for
limited energy and network resources, control mechanisms must be fully distributed and self-
organizing. Considering these requirements, it is not surprising that much attention has been paid
to application of biological mechanisms in these days, ranging from signal transduction network
to swarm intelligence [3, 4]. A variety of biologically-inspired control mechanisms have been pro-
posed for routing, clustering, scheduling, and topology control of WSNs [5-8]. For example, ant
colony optimization is a well-known biologically-inspired optimization algorithm [9], which mod-
els shortest-path establishment and maintenance observed in foraging behavior of ants, ACO has
often been applied to routing problems in wired and wireless networks for their similarity. In [5],

a routing scheme for many-to-one type of communication was developed based on a distributed
ant algorithm to optimize the energy cost for data communication and the utilization of network
resources. In this scheme, the robustness can be improved and network life time can be lengthened
by learning from a self-organizing biological system. In [6], the authors exploit a mechanism of
ant colony in foraging and brood sorting to design a hierarchical and scalable data gathering pro-
tocol. In BiSNET (Biologically-inspired architecture for Sensor NETworks) [7], they addressed
the autonomy, adaptability, self-healing, and simplicity of MWSNs (multi-model wireless sensor
networks). A multi-agent platform called the BiSNET platform is proposed, where an agent can

emit pheromones, replicate itself, migrate from one node to another, exchange energy with other



agents, and die for energy depletion. Finally, in [8], the authors adopted a biologically-inspired
promoter / inhibitor schemes for adaptive parameter control in network security environments.
They show that self-regulating techniques based on biological system lead to maximized security
and graceful degradation in overload situations.

In this thesis, we focus on topology control for energy efficient and low delay data gathering,
which is certainly one of the most important issues of WSNs. Independently of applications, unless
all sensor nodes operate with electric power supply, energy efficiency is a strong requirement for
control mechanisms. In addition, it is necessary for sensor nodes to deliver up-to-date sensor
information to a sink node as fast as possible for prompt reaction to detected events and conditions.
The amount of consumed energy and the delay in data gathering heavily depend on the topology
of a WSN. There have been many proposals for energy-efficient and low-delay data gathering [10-
19] as well as biologically-inspired ones [5, 6, 20, 21]. A variety of topologies were considered in
those literatures, such as, direct transmission from all sensor nodes to a sink node, a tree topology
rooted at a sink node, and multi-tier topology organized by clustering sensor nodes into groups.
However, there has never been comprehensive and complete comparison among them so far, to the
best knowledge of us. For example, in PEGASIS [17], they only show the simulation result that
indicates PEGASIS performs better than LEACH by about 100 to 200 percent in terms of lifetime
of a WSN when 1 percent, 25 percent, 50 percent, and 100 percent of nodes die. Therefore, we first
need to clarify the best topology for data gathering before considering scalable, adaptive, robust,
fully-distributed and self-organizing control mechanism.

We begin this thesis with investigation of the best topology for data gathering from viewpoints
of energy efficiency and delay. We consider six types of topology as combinations of with or
without-clustering and single or multi-hop transmission for inter or intra-cluster communication,
in a variety of scenarios different in the energy consumption model, node density, communication
range, and the location of a sink node. We first derive the optimal topology for each of topology
type in each of scenarios by solving an optimization problem. Then, the optimal topologies are
compared from viewpoints of the total amount of energy consumption and the maximum delay
in gathering sensor data from all nodes. Through extensive evaluation which will be shown in
Section 3, we prove that a so-called multi-multi topology, i.e. a cluster-based topology where
cluster members transmit their sensor data to a cluster head by multi-hop communication and

gathered sensor data are sent from cluster heads to a sink node by multi-hop communication,



enables energy-efficient and low-delay data gathering in a balanced manner in most of scenarios.

Then, we propose a novel topology control mechanism based on a biological self-organizing
mechanism, that is, a reaction-diffusion model, to organize the best topology in a self-organizing
and autonomous way. A reaction-diffusion model was first proposed by Alan Turing as a math-
ematical model for pattern generation on the surface of body of fishes and mammals [22] . In a
reaction-diffusion model, through local interactions among molecules of neighboring cells, a va-
riety of patterns of morphogen concentrations emerge in a self-organizing manner. Autonomously
generated patterns can be used for routing, clustering, scheduling, and topology control on sensor
networks [23-27]. Our early work [23] verified the practicality of reaction-diffusion based pat-
tern formation on a WSN under the influence of loss and delay of message transmission through
experiments. We also proposed two acceleration schemes for faster pattern generation. In smart
sensor networks for a forest fire application, a stripe pattern is organized from a robot load point
to a fire control point through local and mutual interactions among distributed sensor nodes and
mobile robots walk along the stripe to fight fire [24]. RDMAC [25] is a reaction-diffusion based
MAC protocol, where they noticed the similarity among a scheduling pattern of spatial TDMA
and a spot pattern of leopards. A node inhibits packet emission of neighboring nodes in its range
of radio signals while encouraging nodes out of the range to send packets for better spatial use of a
wireless channel. For camera sensor networks, a cooperative control model for a surveillance sys-
tem which consists of plural Pan-Tilt-Zoom cameras and having no central control unitis proposed
[26]. Each camera adjusts their observation area to decrease blind spots in the whole surveillance
area by control algorithms based on a reaction-diffusion model. We also propose an autonomous
mechanism based on a reaction-diffusion model for coding rate control in camera sensor networks
for remote surveillance and tracking applications [27].

In this thesis, we adapt a reaction-diffusion model to a topology control mechanism for data
gathering. Specifically, a spatial spot patterns emerges through autonomous behavior of nodes to
exchange two virtual morphogens, i.e. activator and inhibitor, among neighboring nodes. The
spatial pattern of heterogeneous distribution of concentration of morphogens, has equally spaced
peaks of activator concentration. A node which has a peak of activator concentration is considered
a cluster head, and other nodes send their sensor data following the gradient of activator concen-
tration to a cluster head. In addition, we find that the point density of cluster heads near the sink

node is larger than that in the region far form the sink node in the optimal topology. To accomplish



such heterogeneous distribution of cluster heads, we extend the reaction diffusion-based mecha-
nism to dynamically change the wavelength of a pattern in accordance with the distance from a
sink node. Through simulation experiments, it is shown that a topology organized by our proposal
accomplishes as small energy consumption and delay as the optimal topology derived under an
ideal condition does.

The rest of this thesis is organized as follows. In Section 2, we introduce related work in
topology control of WSNs for data gathering application. Next in Section 3, we first categorize
six types of topology for data gathering, then derive their optimal topology, and finally compare
them in terms of the energy efficiency and delay. In Section 4, we describe our reaction-diffusion
based topology control mechanism. We then show and discuss results of simulation experiments

in Section 5. Finally, we conclude the thesis in Section 6.



Figure 1: Topology organized in LEACH

2 Related Work

In WSNSs, a lot of data gathering or topology control mechanisms have been proposed [5, 6, 10-18,
20, 21]. In this section, we explain LEACH [11], PEGASIS [17], and HIT [16] as typical methods
generating cluster-based topology, tree-based topology, and hybrid topology.

2.1 Low-Energy Adaptive Clustering Hierarchy (LEACH)

LEACH (Low-Energy Adaptive Clustering Hierarchy) [11] is the most well known hierarchical
routing algorithm for periodic data gathering. The main idea is to cluster sensor nodes into groups
and use local cluster heads as routers to a sink node. At the beginning of data gathering cycle
called a round, some sensor nodes stand for cluster heads and advertise their candidacy to the
whole of a WSN by means of CSMA broadcasting. A node hearing the advertisement chooses
the most preferred cluster head, in general based on the distance, and registers itself as a cluster
member. A cluster head then assigns time slots to cluster members to collect sensor data from them
in a TDMA manner. Finally, aggregated sensor data, ideally shrunk to one size of sensor data, is
sent to the sink node from each cluster head by CDMA media access to avoid contention. After
repeatedly gather sensor data on the same topology at the regular intervals of data gathering, the
next round starts with formation of new clusters. An example of topology organized by LEACH

is illustrated in Fig. 1, where yellow circles stand for cluster heads and blue circles correspond to

cluster members.
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Figure 2: Tree based topology

By clustering, most of nodes can save energy at the sacrifice of cluster heads, which consume
much energy in advertisement, reception of sensor data from cluster members, processing of col-
lected sensor data, and transmission of aggregated sensor data to the sink node. To balance energy
consumption among sensor nodes for the long lifetime of a WSN, LEACH adopts the probabilistic
cluster head rotation mechanism. The nadeecomes a cluster head at the round a random

number ranging from 0 to 1 is below the thresh®ih)

D .
T(n)={ 1 — p(r mod1/p) tned (1)

0 otherwise

wherep represents the desired percentage of cluster h&ads the set of nodes that were not a
cluster head in the lagt/p rounds. With this mechanism, every node becomes a cluster head once
everyp rounds and the desired number of clusters are organized. It is shown that LEACH can
reduce energy consumption eight times as much as the direct transmission, where all sensor nodes
directly transmit their sensor data to the sink node, and the minimum transmission energy routing,

where each sensor node transmit sensor data along a path of minimum energy consumption.

2.2 Power-Efficient Gathering in Sensor Information Systems (PEGASIS)

PEGASIS (Power-Efficient GAthering in Sensor Information Systems) [17] is different from LEACH
in forming a tree based topology from sensor nodes to a sink node, as shown in Fig. 2, rather than
clusters. Since each node communicates with only direct neighbors, they can save energy con-
sumption for data gathering.

In PEGASIS, all nodes are assumed to have global knowledge of a WSN, including location

of all nodes and be able to fuse own data together with data received from neighbors. Each node
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Figure 3: Topology organized in HIT

locally computes the tree using the same greedy algorithm as follows. First, any of the furthest
nodes from sink node, such as c0 in Fig. 2, is chosen (if there is a tie, node is selected at random)
The closest neighbor to this node will be the next hop node on the tree. By repeating this procedure,
a tree is formed from leaf nodes to the sink. In gathering sensor data from nodes, since all nodes
build the same tree, a node can determine its time slot so that the gathering delay in terms of the
number of slots is minimized.

The simulation results show that PEGASIS outperforms LEACH by about 100 to 200 percent
in terms of lifetime of a WSN when 1 percent, 25 percent, 50 percent, and 100 percent of nodes

death.

2.3 Hybrid Indirect Transmission (HIT)

If data fusion can be done at each node, tree based topology of PEGASIS leads to less energy
consumption than cluster based approach such as LEACH, because tree based topology does not
involve long range transmission. However, the number of hops from leaf nodes to the sink node
becomes larger and as a result the transmission delay becomes longer. HIT (Hybrid Indirect Trans-
mission) [16] takes the advantages of both topology in order to minimize both energy consumption
and delay. HIT has a hybrid topology. Generated topology consists of one or more clusters. In a
cluster, cluster members form a tree rooted at a cluster head. Cluster heads also form a tree rooted
at a sink node. Therefore, it is a two-tier tree network as shown in Fig. 3. First, one or more

nodes are selected as a cluster head by the election scheme like that of LEACH. They broadcast
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their status including sender ID by using the fixed transmission power. Next, a node receiving this
broadcast becomes a cluster member of one of cluster heads in its vicinity. At the same time, a
tree of cluster heads is formed. Then, each node including a cluster head and a cluster member
makes a blocking set. A blocking set is a set of nodes to which the node should not send sensor
data in order to avoid collisions. Based on the blocking list, each node determines a tree to its
cluster head. After this, each node computes a TDMA schedule. Finally, sensor data are sent to
each cluster head from its cluster members. Each cluster head fuses the collected sensor data to-
gether with its own and sends the aggregated sensor data to a sink node traversing an inter-cluster
tree. In order to minimize both energy consumption and gathering delay, data transmission is done
in parallel in inter and intra cluster communication. For this purpose, HIT has an algorithm for
each node to determine the slot assignment of TDMA. HIT assumes that sensor data can be fused
together.

By simulation experiments, the authors show that HIT achieve 1.05 — 32.7 times as energy
efficiency as LEACH, PEGASIS, and the direct transmission. Moreover, on average, transmission

delay in HIT is about 25 % of the delay in the other methods.

13



3 Analysis on Energy Efficiency and Delay of Network Topology for
Data Gathering

The preceding proposals for data gathering in a WSN are all aimed at energy efficiency and/or
low delay. A variety of topologies are considered in these literatures in accordance with different
assumptions, models, and scenarios. However, there has never been a comprehensive and complete
comparison among topologies so far, to the best knowledge of us. Therefore, we will devote this
section to the discussion of the best topology for data gathering from the viewpoint of energy

efficiency and delay, before considering reaction-diffusion based self-organizing topology control.

3.1 Target System and Application

Before the discussion, we must precisely define the target system and application. The target
system in this thesis is WSN which consists of tens of sensor nodes and one sink node. The
target application is periodic or aperiodic data gathering from all sensor nodes, such as monitoring
natural disaster, such as activity of a volcano, mudslide, and flood, which needs an energy efficient
and low delay mechanism in order to observe the environment as long as possible while reporting
an unusual event as fast as possible.

100 sensor nodes, operating on batteries, are randomly distributed inxad. m? two-
dimensional monitored region. Sensor nodes are homogeneous in the initial battery power and
the equipped transceiver. A sensor node can control the transmission power so that the range of
radio signal can be adjusted to the necessary and sufficient level. We consider both cases that a
sensor node can fuse multiple sensor data into one or cannot. The sink node has a power supply.
Therefore, it is out of account in calculation of energy consumption. The sink node is located at
the center of the monitored region or far from the region. Since we consider here the best and
optimal topology, we assume that a network topology is built having the complete information
about the node distribution. Our research objective of this thesis is to organize the optimal topol-
ogy in a self-organizing way. In addition, to derive the delay metric on a topology, we assume
TDMA-based communication, where ideal slot assignment is performed. It also is possible to
estimate the maximum delay in packet transmission assuming CSMA-based communication, but
the analysis model largely depends on a specific MAC protocol and the strong assumption on the

system configuration.
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3.2 Classification of Network Topology for Data Gathering

Network topologies for data gathering can be divided in to two major categories: with clustering
and without clustering. There are four types of topologies in cluster-based topology and two types
in non-clsuter topology. In total, there are six topologies considered in the thesis. Examples are
illustrated in Fig. 4.

The first topology, named as direct topology, does not organize any hierarchical structure
(Fig. 4(a)). All sensor nodes, shown as blue circles, directly send their sensor data to the sink
node, shown as a red circle. Since the electric power consumed in data transmission increases in
proportional to the 2nd to 4th power of the distance [11], this leads to the worst case in terms of the
energy consumption. The data gathering delay, which is defined as time required to collect sensor
data from all sensor nodes, is equal to the number of sensor nodes multiplied by the duration of
one time slot in TDMA. It is because that all sensor nodes compete for the single wireless channel
for the single destination.

The second topology is the tree topology (Fig. 4(b)). To save energy consumption, sensor
nodes limit the transmission power and sensor data are relayed to the sink node by sensor nodes,
i.e. multi-hop communication. Usually, sensor nodes form a tree rooted at the sink node [17-19].
Data gathering starts at the edge of a WSN or leaf nodes of the tree towards the sink node. In the
tree topology, there is the tradeoff between the energy efficiency and the delay. By limiting the
communication range, the amount of energy consumption in data transmission can be reduced.
However, it makes a high tree. The delay increases as the height of tree increases. In addition,
as the network size, in terms of the number of sensor nodes and the area of the monitored region,
increases, the energy consumption and the delay increase.

Clustering or making hierarchy is one of the major approach to make a system scalable. In
cluster-based schemes [11-17, 20], nearby sensor nodes form a group, called cluster. One among
them becomes a representative of the cluster, called cluster head (yellow circle in figures). A
cluster head gathers sensor data from the other sensor nodes in the cluster, called cluster members,
directly or forming a tree, fuses the collected sensor data if possible, and sends the aggregated
sensor data to the sink node directly or by being relayed by other cluster heads to the sink node.
Therefore, there are four combinations of communication types in cluster-based topology. In the

single-single topology illustrated in Figs. 4(c), cluster members send their sensor data to a cluster
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Figure 4: Classification of network topology
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head by unicast transmission and then the aggregated data is sent from a cluster head to the sink
node by unicast transmission as in LEACH. Since the distance from cluster heads to the sink is
farther than that from cluster members to a cluster head, direct transmission from a cluster head to
the sink node expenses much energy of the cluster head. Therefore, in the single-multi topology
(Fig. 4(d)), cluster heads form a tree as in the tree topology to save energy consumption. One
can easily consider the opposite topology, i.e. the multi-single topology, where cluster members
form a tree rooted at a cluster head and then cluster heads perform direct transmission to the sink
node. In this case, the size of a cluster can be larger than that in the single-single and single-multi
topologies. Then, the number of clusters becomes small and less humber of nodes appointed as
cluster heads sacrifice their energy. Further energy saving can be accomplished in the multi-multi
topology illustrated in Fig. 4(f). There are trees of two levels as in HIT. One is for intra-cluster
communication and the other is for inter-cluster communication. By establishing two-level trees,
the energy consumption in data transmission can be reduced on cluster members as well as cluster

heads.

3.3 Derivation of Optimal Topology for Each Topology Type and its Delay

In this section, we give details of derivation of the optimal topology for each of topology types

and the maximum data gathering delay on the topology. The amount of energy consumption in
gathering sensor data from all nodes is derived as the total of energy consumed in transmission,
reception, and processing of sensor data on all nodes. We assume that a sensor node adjusts
the range of radio signals to the necessary and sufficient level to reach the next hop node by
transmission power control. In deriving the delay, we assume that nodes at the edge or end of a
WSN begin transmission of sensor data first, and slot length for TDMA is calculated by dividing
data size by transfer rate. Each intermediate node sends the aggregated data as soon as it receives

sensor data from all of its child nodes in a tree or its cluster members.

direct topology

The direct topology has only one star-shaped topology as illustrated in Fig. 4(a).
As stated before, since each of all sensor nodes has to be assigned one designated time slot in

direct topology, the maximum gathering delay is the product of the number of nodes and the slot
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length in time.

tree topology

The optimal topology of tree topology depends on whether data fusion is possible or not. When
multiple sensor data cannot be fused to one, Shortest Path Tree (SPT) is the optimal topology [28].
In this thesis, we use the Dijkstra algorithm for generating SPT [29]. On the other hand, when it
is possible to fuse multiple sensor data, Minimum Spanning Tree (MST) is the optimal topology
[19]. In this thesis, we use the Prim’'s MST algorithm to obtain MST [30]. We set the link cost as
the sum of energy consumed at the both ends of the link in transmission and reception of sensor
data, and energy consumption of data fusion if data fusion is possible. Since the sink node has
unlimited power supply, the energy consumed at the sink node for reception is ignored in topology
derivation.

In the tree topology, we assume that each sensor node waits for reception of sensor data from
all of its child nodes before sending sensor data independently of the possibility of data fusion.
Therefore, the furthest sensor node from the sink node dominates the delay. Since all furthest
sensor nodes compete for the channel at some senor node or the sink node, the maximum delay
can be given as the product of the slot length in time and the sum of the maximum hop count, i.e.

the height of the tree and the number of furthest leaf nodes -1.

single-single topology

In cluster-based topology, optimal clustering is known as an NP-hard problem, even with the
complete information about node locations [31]. In most of centralized methods [12, 32], cluster
heads are chosen by using an SA (simulated annealing) algorithm [33]. In this thesis, we also
adopt an SA algorithm to obtain the optimal or near-optimal solution for cluster-based topologies.
In problem formulation, we set an objective function as the minimization of energy consumption,
delay, or product of them [34], i.e. we generate three kinds of clusters. We derive solutions for
different number of clusters and chooses the best by comparing their results.

The delay from cluster members to a cluster head can be calculated by multiplying the number
of cluster members and the slot length in time, since communication pattern in a cluster is the

same as in the direct topology. The delay from cluster heads to the sink node can be calculated in
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the similar way. We assume that a cluster head immediately send the aggregated sensor data to the
sink node, once it receives sensor data from all of its cluster members Therefore, the maximum
delay can be derived as (the maximum number of cluster memb#re number of clusters with

the same maximum population - &)slot length in time.

single-multi topology

To derive the optimal or near-optimal topology, we first applies an SA algorithm and obtain a set
of cluster heads. Then, a tree of cluster heads rooted at the sink node is established by MST or
SPT depending on the possibility of data fusion. Finally, remaining nodes are connected to their
nearest cluster heads.

By following the same discussions in the above, the maximum delay can be given as (the
maximum number of cluster membetrsthe number of hops of the furthest cluster head from the
sink node in the cluster head treethe number of furthest cluster heads in the cluster head-tree

1) x slot length in time.

multi-single topology

To derive the optimal or near-optimal topology, we first applies an SA algorithm and obtain a set
of cluster heads. Then, the sink node is connected to each of cluster heads by a direct link. Finally,
MST or SPT is applied to accommodate the remaining nodes, i.e. cluster members by extending
the star topology made of cluster heads and the sink.

The maximum delay is obtained by calculating (the maximum number of hops to the sink node
from a cluster membef the number of sensor nodes with the same maximum hop distdnce

x slot length in time.

multi-multi topology

To derive the optimal or near-optimal topology, we first applies an SA algorithm and obtain a set
of cluster heads. Then, MST or SPT is applied to form a cluster head tree. Finally, MST or SPT is
applied to accommodate the remaining nodes, i.e. cluster members by extending the cluster head
tree.

The maximum delay is obtained by calculating (the maximum number of hops to the sink node

19



from a cluster membef the number of sensor nodes with the same maximum hop distdnce

x slot length in time.

3.4 Scenarios of Comparison

The purpose of topology comparison is to clarify the best topology for data gathering in terms of
the energy consumption and the gathering delay. We conduct thorough evaluation in a variety of
settings in the energy consumption model, node density, communication range, and the location
of a sink node. Since we focus here on the characteristics of topology itself, we do not take into
account the energy consumption and delay in exchanging control messages to form the topology.

As summarized in Table 1, independently of scenarios, i.e. setting of system configuration,
100 nodes are randomly distributed in the monitored region. The message length for one sensor
data is 2000 bits. Without data fusiom sensor data amounts to 200bits. When data fusion is
possible;n sensor data can be fused into 2000 bits. The initial energy is identical among sensor
nodes and set at 10000 J. The transmission rate is 250 Kbps, taken from IEEE 802.15.4 standard
rate. We consider 40 scenarios by combining different settings in the communication range, the
energy consumption model, the possibility of data fusion, the location of the sink node, and the
area, as summarized in Tables 2 through 5. As the communication range , i.e. the maximum
distance that radio signals with the maximum transmission power reach, we consider finite and
infinite settings. In the case of infinite communication range, the maximum distance is 400 m in
our scenarios, which is long enough for all sensor nodes can directly communicate with the remote
sink node. In the case of the finite transmission range, the maximum distance is set at 20 m based
on the implementation experiment presented in [35] and the data sheet of well-known commercial
node device MICAz [36]. We adopt the energy consumption model of e-LEACH [12], called e-
LEACH model, and the practical model we made from the data sheet of MICAz, called MICAz
model.

In the e-LEACH model, the amount of energy consumed in transmitting a messabigsaio

the distancel m is derived by the following equation.

(B ee + le sd2, d<d
Er,(Ldy=4 ’ )
[Eejec + lempd4a d > dy

whereE,;.. = 50 nJd/bit is the amount of energy consumed in the transmitter and receiver circuits
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Number of node 100
Data size 2000 bit
Initial energy 10000 J (size AA battery)

transmission rate 250 Kbps (Zigbee 2.4GHz

Table 1: Parameter settings for comparison of topologies

No. | Max range Energy model Fusion Sink Area

1 00 e-LEACH (dy = 75) X Remote (120,10)| 20 x 20
2 00 e-LEACH (dy = 75) | x Remote (200,50) 100 x 100
3 00 e-LEACH (dyp = 75) X Remote (300,100) 200 x 200
4 00 e-LEACH (dy = 75) X Center (10,10) | 20 x 20
5 00 e-LEACH (dp = 75) X Center (50,50) | 100 x 100
6 00 e-LEACH (dy = 75) |  x Center (100,100)| 200 x 200
7 00 e-LEACH (dy = 75) O Remote (120,10)| 20 x 20
8 00 e-LEACH [y =75) | O | Remote (200,50) 100 x 100
9 00 e-LEACH (o =75)| (O | Remote (300,100) 200 x 200
10 00 e-LEACH (o =75) | O Center (10,10) | 20 x 20
11 00 e-LEACH o =75) | O Center (50,50) | 100 x 100
12 00 e-LEACH (o =75)| (O | Center(100,100) 200 x 200

Table 2: Scenarios for comparison of topologies (infinite communication range and e-LEACH

energy consumption model)
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No. | Max range| Energy consumption Fusion Sink Area
13 00 MICAz (Open space X Remote (120,10)| 20 x 20
14 00 MICAz (Open space) X Remote (200,50)| 100 x 100
15 00 MICAz (Open space X Remote (300,100) 200 x 200
16 00 MICAz (Open space X Center (10,10) | 20 x 20
17 00 MICAz (Open space) X Center (50,50) | 100 x 100
18 00 MICAz (Open space X Center (100,100)| 200 x 200
19 00 MICAz (Open space)] (O Remote (120,10)| 20 x 20
20 00 MICAz (Open space)] (O Remote (200,50)| 100 x 100
21 00 MICAz (Open space) (O Remote (300,100) 200 x 200
22 00 MICAz (Open space) (O Center (10,10) | 20 x 20
23 00 MICAz (Open space) (O Center (50,50) | 100 x 100
24 00 MICAz (Open space)] (O Center (100,100)| 200 x 200

Table 3: Scenarios for comparison of topologies (infinite communication range and MICAz (Open

space) energy consumption model)

No. | Max range| Energy consumption Fusion Sink Area
25 20m e-LEACH (dy = 75) X Remote (120,10) 20 x 20
26 20m e-LEACH (dy = 75) X Remote (200,50) 100 x 100
27 20m | e-LEACH o =75) | X Center (10,10) | 20 x 20
28 20m e-LEACH (dy = 75) X Center (50,50) | 100 x 100
29 20m e-LEACH (dy = 75) Remote (120,10) 20 x 20
30 20 m e-LEACH (dy = 75) Remote (200,50) 100 x 100
31 20m e-LEACH (dy = 75) Center (10,10) | 20 x 20
32 20m e-LEACH (dy = 75) O Center (50,50) | 100 x 100

O 0|0

Table 4: Scenarios for comparison of topologies (finite communication range and e-LEACH en-

ergy consumption model)
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No. | Max range| Energy consumption Fusion Sink Area
33 20m MICAZz (Indoor) X Remote (20,10)| 20 x 20
34 20m MICAZz (Indoor) X Remote (100,50) 100 x 100
35 20m MICAZz (Indoor) X Center (10,10) | 20 x 20
36 20m MICAZz (Indoor) X Center (50,50) | 100 x 100
37 20m MICAZz (Indoor) O Remote (20,10)| 20 x 20
38 20m MICAz (Indoor) O Remote (100,50) 100 x 100
39 20m MICAz (Indoor) O Center (10,10) | 20 x 20
40 20 m MICAz (Indoor) O Center (50,50) | 100 x 100

Table 5: Scenarios for comparison of topologies (finite communication range and MICAz (Indoor)

energy consumption model)

per bit. dy is the threshold in distance and set at 75 m. For the transmission distamealler

than the threshold, the free space model is adopted, where the power 8ss applied and the
amplifier energy consumptioty, = 10 pJ/bit/n? is used. On the other hand, for the distarce
larger than the threshold, the multipath model with the power losé ahd the amplifier energy
consumptior,,,, = 0.0013 pJ/bit/nt is adopted. The energy consumed in reception of a message

of k bits is derived as,

Er, (k) = En, .. (k) = kEuec. 3)

x—elec (

The energy consumed in data fusion is seEgty = 5nJ/bit/data.

In the MICAz model, we assume that the radio transmitter dissipates the endrgy 9f.=120
nJ/bit to run the transmitter circuit ardg_.;..=280 nJ/bit to run the receiver circuit, respectively.
As a pathloss model, we use a free space modépafver loss and a multipath model&f power
loss. The amplifier energy consumption is set,at,=240 pJ/bit/m independently of the pathloss

model. Therefore, we have the following equation for data transmission

LET_clec + ldegmp, free space
Br,(l,d) = : _ 4
LET_ctec + ld%€amp, multipath

and for data reception,
ERr, (k) = kER—clec- (5)
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We evaluate the topology by using three metrics of evaluation. One is the total energy con-
sumption required for one time data gathering from all nodes in the whole WSNs. The maximum
delay in gathering sensor data from all nodes is also considered. For a node with the limited energy
capacity, the energy consumption is obviously a major concern. At the same time, several practical
applications have limits on acceptable latency, as specified by QoS requirements. For example,
sensor data must be gathered as fast as possible even consuming much energy in delay-critical ap-
plications such as emergency detection. Generally, higher level of energy saving is accomplished
with a penalty of increased delay. When we consider the balance among the energy consumption
and the delay, the product of the amount of energy consumption and the delay, i.e.xatedayy
is a good measure for optimization as considered in [34]. Although we conducted thorough exper-
iments and obtained a tremendous amount of data, we show some characteristic results in the next

section.

3.5 Results of Comparison

Figure 5 shows the energy consumption when the maximum transmission range is set to infinity
and the e-LEACH model is used (scenarios 1 through 12 in Table 2). Figures 5(a), 5(b), and 5(c)
are the total amount of energy consumed in gathering sensor data from all nodes in the optimal
topology which minimizes energy consumption, delay, and enedgjay, respectively. From
these figures, it is apparent that the direct topology, the single-single topology, and the multi-
single topology which involve the direct transmission to the sink node consume considerably larger
energy than the others in scenarios with the distant sink node. There is no significant difference
among the other three topologies, i.e. tree, single-multi, and multi-multi when the optimization
is performed to minimize the energy consumption (Fig. 5(a)). When we compare them under the
strategy of delay minimization, it can be noticed that the multi-multi topology leads to the highest
energy consumption. The reason is that the multi-multi topology forms multi-hop tree in a cluster,
which results in large delay. In order to suppress this delay, the multi-multi topology uses the
long range transmission between cluster heads by having large clusters, because the long range
transmission can shortcut to the sink node. Also in the case of endadgy minimization, the
energy consumption is in order of tree, single-multi, and multi-multi, but the difference is small
and 148 % at average, 320 % at a maximum.

Next in Fig. 6, the maximum delay in data gathering is compared among topologies in the same
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12 scenarios. When we want to minimize the energy consumption, the best topology for the small
delay changes among the scenarios (Fig. 6(a)). The delay in the direct topology is always the same,
because it is the product of the number of nodes and the slot length in time. This is the worst delay
in most of the cases. The tree or cluster topology enables nodes which is far from each other to use
parallel transmission, but in the direct topology all nodes always exist the interfering area of each
other. The tree topology, which can save energy consumption in data gathering (Fig. 5), results in
the larger delay, because the height of tree tends to be high to shorten the communication range
for energy saving. Next in Fig. 6(b), the multi-multi topology seems the good topology, because
it can suppress the delay between cluster heads by using long range transmission and it can also
reduce the delay in a cluster than the single-multi and single-single topologies by forming a tree
in a cluster. One may notice that the delay of the multi-multi topology is exceptionally high when
the sink node is located at the center of<D n¥ region and data fusion is not possible. It is
because the nodes near the sink node directly connect to the sink node for suppressing the energy
consumption. The same tendency can be observed in Fig. 6(c) where we consider to minimize
energy delay.

Now, we compare the effect of minimization criteria. Especially when we focus on topologies
with clustering, minimization of delay or energgelay increases the amount of consumed energy
at about 75 to 370 % than minimization of energy consumption (Fig. 7). The reason why it is 75
% lower than the minimization of energy consumption, is because the both of the topologies is not
always the optimal topology. We use the SA algorithm, and it does not always lead to the optimal
topology. Moreover, we can see that the energy consumption in delay minimization is higher than
that in energydelay minimization. On the contrary, minimization of energy consumption results
in 1.1 to 34 times as long delay as minimization of delay (Fig. 8). On the other hand, minimiza-
tion of energydelay results in 0.87 to 3.6 times as long delay as minimization of delay (Fig. 8).
Moreover, we can see that the delay in enerdglay minimization is as low as that in delay mini-
mization, except for the single-single topology in a few scenarios. The reason for these exceptional
cases is that the delay of the single-single topology in delay minimization can achieve very small
delay (Fig. 6(b)) by making large clusters and having long range transmission from cluster heads
to the sink node. However, by having long range transmission, such topologies consume much
energy as shown in Fig. 5(b). From Figs. 7 and 8, we can conclude that emsigy is a good

metric, because topologies minimizing enexglelay accomplish as low energy consumption as

27



4.0

O single-single

M single-multi
3.0 LI multi-single

B multi-multi
2.0

ratio of energy consumption
to energy minimization

0.0
area | 20 [100]200] 20 [100]200] 20 [100]200] 20 [100[200

sink remote center remote center
fusion no fusion fusion

(a) Topologies minimizing delay

4.0
[ single-single
M single-multi
3.0 [ multi-single
B multi-multi
2.0

ratio of energy consumption
to energy minimization

il

area |20 [100]200] 20 [100]200] 20 [100]200] 20 [100[200
sink remote center remote center
fusion no fusion fusion

(b) Topologies minimizing energydelay

Figure 7: Ratio of energy consumption to energy minimization

topologies minimizing energy consumption and as small delay as topologies minimizing delay
except for some scenarios.

Finally, we evaluate topologies which minimize the enerdglay in terms of the energydelay
in Fig. 9. To have a closer look, the figure is magnified in the range of 0.00 to 0.05. In the fig-
ure, the multi-multi topology leads to the lowest enexghglay in most scenarios. When the sink
is located at the center of a small monitored region, i.ex2®n?¥ or 100x100 n¥, and the
data fusion is not possible, the enexgielay of the multi-multi topology is higher than that of
the single-single and single-multi topologies. The reason for this is that the size of sensor data
increases as being relayed in a two-tier tree topology. On the contrary, in the single-single and
single-multi topologies, there is less chance to aggregate multiple sensor data in data gathering.

Since the single-single topology results in the larger delay for contention among cluster heads, the
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single-multi topology is the best for these two scenarios.

Before proposing our topology control mechanism, we examine the best topology in more
detail. Figure 10 shows examples of the best topology with or without data fusion on the same
distribution of sensor nodes. The minimization metric is the enedgpfay. Red open circles
represent cluster heads, blue open circles correspond to cluster members, and red filled circles
denote a sink node. The region size is 2@00 n¥, the transmission range is infinity, the sink
node is located at the center of the monitored region, and the e-LEACH model is used (scenarios

6 and 12). The multi-multi topology is the best for the case with data fusion. In Fig. 10(a), cluster

29



0.05 —
O direct
L M tree

- 0.04 O single-single
0] Ml single-multi
E 0.03 I multi-sing
> 1 B multi-mulf
2 0.02
@
&

0.01 “ﬂ Jh “h

0.00 [ | |’-I-J-I I-h ’-I'--

area | 20 [100[200] 20 [100[200] 20 [100]200] 20 [100]200
sink remote center remote center
fusion no fusion fusion

Figure 9: Evaluation on energyelay

i A ~ 4 K
i 2 v eTR A :
N i v Pl FUN| X1 A
-~ \~'—’\~ oA e ’ P s - --7a
~ -~ ~<_7 ~
NVl d \4’ s i :" PN S @
S ) VT R R A SN A
1 T ) S
¢/ / -y B Sa-
I T Y ~ -=>s
o \
b .- ‘/ ™ v o\ B
=7 1 O —_
s -~ \\ Y, & _’,’ L=~ v
24 e 253 \
T £S5 ¥ .
A 7 P N~e=”
< 2 ’ N 5 -
1 o \ AP
ST =2 o XN
=N ’ /2
:-g—/’ /9 \ Y \ N !} ‘,
1 1 b
N o ! ) . L /
v I ~ - VOX /
AY 4 - ’
Mo N P N LB
1 & - - YA _—
& P e YRs ST R S
%4 -3 - < ) \
S SRR, C et 5
b ~-2© & ! RN Lpom T ~
O R o T - Sl
[ & ‘\' \\' /’ // D
(%4 \ o 3 &
< N 4 7 =
o7 @ 7N ’ N =
(a) Best topology with data fusion (b) Best topology without data fusion

Figure 10: Best topology for data gathering

members first transmit sensor data to a cluster head by multi-hop communication. Then a cluster
head fuses received data and data of itself into one and sends the aggregated data to the sink node
by multi-hop communication. On the contrary, when data fusion is not applicable, the single-multi
topology is the best. First, cluster members directly transmit their sensor data to a cluster head.
Then, cluster heads transmit the aggregated data, which amounts in proportional to the number of
cluster members plus one to a sink by multi-hop communication among cluster heads. In the case

that data fusion is not applicable, the number of hops should be kept small to avoid the increased
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Figure 12: Point density of cluster heads with a sink node which is arranged at remote area

energy consumption in transmitting and receiving the large size of sensor data accumulated hop by
hop. Consequently, the distance between cluster heads becomes large. Therefore, to save energy
consumption by limiting the transmission power, multi-hop communication is used for sending
sensor data from cluster heads to the sink node. However, multi-hop communication also leads
to the higher energy consumption for increased data size. It means that there is the trade-off. In
Fig. 10(b), although cluster heads can form a tree rooted at the sink node, they prefer to transmit
sensor data directly to the sink considering the trade-off. As the size of the monitored region

becomes larger, cluster heads begin to organize a tree.
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Finally, we consider the point density of cluster heads to investigate the distribution of cluster

heads in the best topologies. The point dengity; of cluster heads can be calculated as,

PCH = %, (6)
where isA the size of region and is the number of cluster heads in the region. In Fig. 11, the
point density of cluster heads, averaged over 100 simulation runs, is shown for the topologies in
Fig. 10. The 20&200 n¥ monitored region is divided into one hundred of<2D n? regions.
The total numbers of cluster heads are 33 and 7 in Fig. 10(a) and Fig. 10(b), respectively. From
the figure, it can be seen that the point density is high around the center, i.e. the location of a sink.
In Fig. 11(a), the lowest density of 0.0004 is at the corner (9,0) and the highest density of 0.0012
is near the center (5,5). In Fig. 11(b), the lowest density of 0.0001 is also at the corner (0,0) and
the highest density of 0.0004 is also near the center (5,5). It means that there are more clusters
near a sink node at the center. It is because that the closer to the sink node the cluster head are,
the more data the cluster heads must transfer to the sink nodes, since the number of nodes near
the sink node is smaller than that of nodes father form the sink node. A lot of data brings high
delay, because the cluster heads near the sink become a bottleneck of data flow. Therefore, a lot
of node become cluster heads to assuage the bottleneck. Figure 12 also shows the point density
of cluster heads with a distant sink node located in the region (15, 5). These figure also show that
there are more clusters near a sink node. Therefore, we need to distribute cluster heads to have the

heterogeneous distribution in a self-organizing way.
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(a) spots (b) stripes (c) maze

Figure 13: Example of generated patterns by reaction-diffusion model

4 Reaction-Diffusion based Topology Control for Data Gathering

In this thesis, we adopt a reaction-diffusion model to organize the best topology revealed in the
previous section in an autonomous and self-organizing manner. We focus on the similarity among
the best topology for data gathering and the pattern generated by a reaction-diffusion model. The
best topology has the periodic distribution of cluster heads, whereas the point density of cluster
heads depends on the distance to a sink node. On the other hand, a reaction-diffusion model also
organizes a periodic pattern such as spots, stripes, and maze as illustrated in Fig. 13. In addition,
there is the mathematical form to derive the wavelength of a generated pattern from parameters. It
makes it possible to adjust the point density of cluster heads in accordance with the distance from

the sink by regulating the wavelength of a reaction-diffution pattern.

4.1 Reaction-Diffusion Model

A reaction-diffusion model is a mathematical model for pattern generation on the surface of body
of fishes and mammals. Generally, pattern generation in a reaction-diffusion model is based on
interactions among two virtual morphogens, i.e. activator and inhibitor. Reaction and diffusion

of the two morphogens make spatially heterogeneous distribution of their concentrations, i.e. a
pattern. Depending on the form of reaction-diffusion equations and their parameters, a variety

of patterns can be generated such as illustrated in Fig. 13. A reaction-diffusion equation of two
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Figure 14: Pattern generation in reaction-diffusion model

morphogens can be written as,

0

gu_ F(u,v) + D,V?u,

o ™

a—qt) = G(u,v) + D,V?v,

whereu andv are the concentrations of activator and inhibitor, respectively. The first term of the
right-hand side is a reaction team and the second term is a diffusion #andG are nonlinear
functions for chemical reactionsD,, and D,, are the diffusion rate of activator and inhibitor,
respectivelyV? is the Laplacian operator.

In a reaction-diffusion model, the following conditions must be satisfied to generate patterns,

(1) The activator activates itself and the inhibitor, whereas the inhibitor restraints the activator.

(2) The inhibitor diffuses faster than the activaté? (> D,,).

A mechanism of pattern generation can be explained as follows. In Fig. 14, those hypothetical
chemicals are arranged in a line on the x-axis. The y-axis corresponds to the concentrations of
activator and inhibitor. Now, consider that the concentration of activator has a peak at the center
by a slight perturbation. The concentrations of activator and inhibitor are increased around the
peak by self-activation. The generated inhibitor diffuses faster than the activator and restrains
generation of activator at further regions. On the other hand at the peak, the concentration of
activator is kept higher than that of inhibitor for different rates of diffusion. Consequently, the
diversity in the concentration of activator emerges and a pattern appears. For example, when we
color a point where the concentration of activator exceeds a certain threshold with white and others

with black, we can see a black-white-black pattern shown at the bottom of Fig. 14.
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In this thesis, we use the equations belowfbandG, which model pattern generation on an

emperor angelfispomacanthus imperatdB7].

F(u,v) = max{0, min{au — bv + ¢, M'}} — du,
(8)
G(u,v) = max{0, min{eu + f, N}} — gv,

wherea ande correspond to the rate of activation ahds for that of inhibition. ¢ and f are
parameters for synthesis or increase of morphogens per unit dilsued g are for decomposition

or decrease of morphogens per unit tindd. and N are constants of limit. Figure 15 illustrates
chemical reactions of the morphogens following the above reaction-diffusion equation. In order

to generate patterns, the parameters must satisfy Turing conditions shown below.

a—d—g<0, 9

eb—(a—d)g >0, (10)

Dy(a —d) — Dyug > 0, (11)

(Dy(a — d) — Dyg)? — 4Dy D, (eb — (a — d)g) > 0. (12)

As far as these conditions are satisfied, the space will have the spatial heterogeneity in terms of
the concentration of morphogens and a variety of patterns such as spots, stripes, and maze can be
generated [38, 39].

4.2 Application of Reaction-Diffusion Model to WSNs

We consider a WSN deployed in the regionlofk L m?. Sensor nodes are distributed at random

or in the grid layout and nodes is able to control the transmission power at the necessary and
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sufficient level for data gathering. In the case of pattern formation, i.e. clustering, sensor nodes
fix the transmission range & m to exchange information about morphogen concentrations with
close neighbors. Then, the maximum distance between the nodes in the clustar is

In WSNs, since nodes are discretely arranged in the monitored region and messages are ex-
changed at regular intervals, we spatially and temporally discretize Eqgs. (7) and (8) as follows [38,
40].

Up = Up—1 + At{F(ut—l,vt—1) + Dy 372 i (uj — uz‘)},

(13)
V= Vy_1 + At{G(ut_1,vt_1) + Dy Kij(vj — vl)}
F(ug—1,v4—1)=max{0,min{au;—1 — bvy_1 + ¢,M}} — duy_1,
(14)
G(up—1,0¢—1)=max{0,min{eus—1 + f,N}} — gvs_1.
i — x| 72, |z; — x| <R,
e )

0, otherwise
We call the duration between thieth control timing and the + 1-th control timing as the-th
control interval. Each node calculates this equation at the timimg using the information on
morphogen concentrations received from the neighboring nodes durinigth control interval.
Consequently, a global spatial pattern of the concentration of activator emerges.

The wavelength\ of the generated pattern can be derived as [38, 41],

D,D
A= 3noe 2 Lt ) 16
VTP dR“eb—g(a—d) (16)

where,p, 4. IS the point density of nodes, which is defined as the number of nodes per area size.

4.3 Self-Organizing Topology Control based on Reaction-Diffusion Model

We want to form the topology where cluster heads are close to each other near the sink node and
sparsely distributed at the edge, as mentioned in Section 3.5. The basic behavior of our novel
topology control mechanism based on a biological self-organizing mechanism in organizing the

best topology is as follows. Our mechanism has two phases, i.e. pattern generation phase and

topology organization phase. First, nodes generate a spatial pattern by exchanging information of
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Table 6: Parameter setting for reaction-diffusion equation

parameter value || parameter value
a 0.08 g 0.06
b 0.08 M 0.2
c 0.02 N 0.5
d 0.03 D, 0.02
e 0.1 D, 0.5
¥ 0.15 At 0.01

morphogen concentration and calculating of the reaction-diffusion equation. By repeating mes-

sage exchanges and reaction-diffusion calculation, a spatial pattern of morphogen concentrations
emerges. Then, a topology for data gathering is organized based on the patten in the topology
organization phase. Our mechanism organizes a topology for energy-efficient and low-delay data
gathering, but the lifetime of a WSN also depends on the way how sensor data are gathered on
the topology. In addition, a mechanism to rotate the role of cluster head among sensor nodes is
also needed to prolong the lifetime of a WSN by balancing the energy consumption among nodes.

However, they remain our future research topics.

4.3.1 Pattern Generation Phase

Each node maintains the concentration of activator and inhibitor, and an estimated distance to the
sink which are used for heterogeneous distribution of cluster heads, for its neighboring nodes and
itself. Atthe beginning of this phase, the sink node broadcasts the message, which is only a signal
without any information, to announce the beginning of pattern generation phase and to synchro-
nize all nodes. However, each node starts this phase after waiting for random milli-seconds. At the
t-th control timing, a node calculates Eqs. (13) and (14) with parameters summarized in Table. 6
[42], by using the information on morphogen concentrations of neighbors, which the node has re-
ceived during the— 1-th control interval. If a node did not receive concentration information from

a neighbor in this interval, it uses the latest information it received instead. Then, it broadcasts

information about its new morphogen concentrations to the neighbors. Nodes behave in an asyn-
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chronous manner. It means that timing of message emission and reaction-diffusion calculation
are different among nodes. As nodes exchange information and calculate the reaction-diffusion
equation, the spatial pattern eventually emerges. In this mechanism, we assume that morphogen
concentrations converge at 3000 times of calculation and after this a node moves to the topology
organization phase. However, it is able to achieve the same result with less calculations by using
the acceleration methods in [23]. Since all nodes are synchronizing at the beginning of this phase,
all nodes can finish the calculation at the almost same time.

To generate a pattern where cluster heads are close to each other near the sink node and
sparsely distributed at the edge as in Fig. 11, we dynamically change the wavelexrigtipattern
depending on the distance to the sink node. Among parameters which dominates the wavelength
in Eq. (16), we regulate the diffusion ratés, and D,,, becauseD,, and D,, directly change the
wavelength and the other parameters need more careful setting to satisfy the Turing condition.
Since the ratio oD, to D,, determines the type of pattern, we keep the fractiobas= 25D,,.

Then, Eq. (16) can be solved far, as follows,

)2
Dulpon(d:)) = S50 b= = d)g a7)
ANpcr(di)) = 7Tp§H(d')’ (18)

where,d; is the distance of nodeto the sink nodepc(d;) is the point density of cluster heads

at the distancé;, A\(pcr(d;)) is the wavelength at the distanég andp,,.4. is the point density

of nodes, which are calculated by dividing the number of nodes by the area of the monitored
region. Here, we assume that we knpw; (d;) by simulating the best topology on the monitored
region with the same density of nodes. The saxfie-7(d;)) is applicable as far as the node
densityp,.4. and the location of sink node are the same, independently of the exact location of
sensor nodes. For the stability of reaction-diffusion pattern generation, a node caleyafe
andD,; jy, Which are the diffusion rates at a middle point of the noded the nodg , by using

Eq. (17) with the distancé; ; of the middle point to the sink node. A node calculatgg; ;) and

D,;,5) with every neighboring nodes, and Eq. (13) is extended as,
Up = Up—1 + At{F(Ut—h V—1) + 2252 Dugi gy ki g (ug — Uz)},

(19)
UV = V¢—1 + At{G(ut_l, Ut—l) + Zj?éi Dv(i,j)ﬁi,j(vj — UZ')}.
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Wavelength A

Figure 16: Topology control by reaction-diffusion spatial patten

In WSNs, since it is difficult for a node to know the exact distadgg;, from the sink node,
a node estimates the distance. In our proposal, each node estimates the distance to the sink node
by exchanging the estimated distance to the sink in the pattern generation phase. We assume that
nodes can estimate distance to a neighbor node from received signal strength indicator (RSSI).
Nodes near the sink node can estimate the distance to the sink node and inform neighbor nodes of
the distance together with the information about the concentrations of morphogen. Then, neigh-
bors receiving this information calculate the sum of the distance from a sender to the sink node
and estimated distance to the sender. A node estimates its distance based on each of messages it
received and chooses the smallest one as its distipge As the distance information propa-
gates to the edge of a WSN through message exchanges, all nodes eventually obtain the estimate

of distance.

4.3.2 Topology Organization Phase

Once a pattern is generated in the pattern generation phase, sensor nodes begin to organize a
topology for data gathering, i.e. select cluster heads. A spatial pattern generated by the reaction-
diffusion model has peaks of the activator concentration. The afids identifies the minimum

Amin OF AMpcu(d; j)) with the neighbor nodg. The node; becomes a cluster head if it has the
highest concentration of activator among nodes in the region of radiyg;Qf 2. The other nodes

can send sensor data to the closest cluster head by forwarding sensor data following the gradient
of the activator concentration as shown in Fig. 16. Cluster heads need to organize an inter-cluster

tree, but it is out of scope of our mechanism.
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No.| R Energy model Fusion Sink Area

6 | 40m | e-LEACH (dy = 75) X Center (100,100) 200 x 200
12 | 40 m | e-LEACH (dy = 75) O Center (100,100) 200 x 200

Table 7: Scenarios for simulation

5 Simulation

In this section, we verify our self-organizing topology control mechanism proposed in the previous
section through simulation experiments. The feasibility of the proposal is evaluated in comparison

with the optimal topology obtained in section 3.

5.1 Simulation Settings

We conduct experiments based on the scenarios 6 and 12 (summarized in Table 7), which are
used for generation of Figs. 10 and 11. The maximum transmission range is set at 40 m instead
of infinity as R in Eq. (17). Within the range of 40 m, a node has 12-13 neighboring nodes,
and it is the sufficient number for generating a pattern by the reaction-diffusion equation. In
addition, to avoid the boundary condition effect, we simulate the case of 400 nodes distributed in
the monitored region of 400400 n¥, but results are obtained for the center region of:2200
m? with 100 nodes.

We consider two cases where all nodes know the exact geographical distance to the sink node

and where nodes estimate the distacly using the scheme explained in Section 4.3.

5.2 Simulation Results

We compare topologies generated by our self-organizing topology control mechanism with those
generated by solving the optimization problem form viewpoints of energy consumption and delay.
We should note here that energy consumed in topology generation and its delay are out of scope
of evaluation here.

Figure 17 shows the point density of cluster heads averaged over 100 simulation runs for the
case that the exact distance to the sink is known. We evaluate the similarity between Fig.17 and

Fig. 11 by Peak Signal-to Noise Ratio (PSNR), which is widely used as a measure of quality of a
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Figure 17: Point distribution of cluster heads with distance information
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Figure 18: Point distribution of cluster heads without wavelength control

coded image to the original image. PSNR can be derived as,

MAX?
PSNR =101 I 2
S R 0 Ogl()( MSE )7 ( 0)
1 melns ,
MSE = — % Z 11(i,5) — K (i, )%, (21)
:0 =0

where M AX; is the maximum pixel value, for which we use the maximum density in deriving
PSNR for Fig. 17](x,y) andK (z, y) gives the value of pixel at the coordindte y) in an image
of m x n pixels. PSNR are 18.4 dB in Fig. 17(a) and 11.7 dB in Fig. 17(b), respectively. For

41



y coordinates

OFRPNWRAUIUTON®O

y coordinates
OFRPNWAUITON®O

0

1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9
x coordinates x coordinates

0

(a) Fusion (b) No fusion

Figure 19: Point distribution of cluster heads without distance information

comparison, we show the case without the wavelength control of Egs. (17) and (18) in Fig. 18.
PSNR are 15.2 dB in Fig. 18(a) and 8.96 dB in Fig. 18(b), respectively. The increase of PSNR
by 3.2 dB and 2.8 dB means that MSE (Mean Square Error) decreases by 52 % and 47 % in
comparison with the case without the wavelength control, respectively. Therefore, the wavelength
control contributes to organize a topology more similar to the optimal topology.

In Figs. 18 and 19, results for the case where a node estimates the digtdrora the sink
node are shown. PSNRis increased from 15.2 dB to 16.7 dB when data fusion is possible, and from
8.96 dB to 11.3 dB when data fusion is not possible, by using the wavelength control, respectively.

Finally, we evaluate the energylelay when each node conjectures the distahte the sink.
Since our proposal cannot organize a tree of cluster heads as in the multi-multi and single-multi
topologies, we assume that SPT or MST is applied to inter-cluster tree formation in derivation of
the amount of energy consumption and the gathering delay. Since the number of cluster heads is
relatively small against the number of nodes, we can use centralized or fully-distributed methods
[19, 28] for organizing the inter-cluster topology. Results are shown in Fig. 20, together with
results of the optimal topology for the tree topology, the single-multi topology, and the multi-
multi topology in the same scenarios. In Fig. 20, it can be seen that the product of the amount of
energy consumption and the delay with the proposal is as small as that in the single-multi topology
or the multi-multi topology. The difference is only about 8.4 % with data fusion, and 30 % without

data fusion. Therefore, we can conclude that our proposal can generate a topology, which enables
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Figure 20: Comparison of our proposal with the best topologies

data gathering as energy efficient and low delay as the optimal topology does.
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6 Conclusions

Energy-efficient and low-delay data gathering is the most important in WSNs. In this thesis, we
first investigated the best topology for data gathering from the viewpoints of energy efficiency
and delay. We considered six types of topologies, i.e. direct, tree, single-single, single-multi,
multi-single and multi-multi. Through extensive comparison among them under various envi-
ronments, we proved that adopting multi-hop communication in both of inter and intra clusters
enabled energy-efficient and low-delay data gathering in a balanced manner for most of scenarios.

Following this result, we proposed a novel topology control mechanism based on a biological
mechanism, that is, the reaction-diffusion model to organize the best topology in a self-organizing
and autonomous way. Through simulation experiments, it was shown that a topology organized
by our proposal accomplished as small energy consumption and delay as the optimal topology
derived under an ideal condition does.

Although the effectiveness of our mechanism was verified through simulation experiments, we
require further improvement. We plan to extend our proposal to have a mechanism of forming an
inter-cluster tree. In addition, we also need a mechanism to rotate the role of cluster head among
sensor nodes for balanced and homogeneous energy consumption leading to the longer lifetime of

a WSN.
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