SUMMARY Wireless sensor networks are expected to play an essential role as a social infrastructure to realize our safe and secure living environment. In such a network, critical information must be transmitted faster and more reliably than other information. We propose a distributed transmission mechanism which ensures emergency packets to be carried with high reliability and low latency along a preferential path, which is called an “assured corridor.” In this self-organizing assured corridor mechanism (ACM), which works above the network layer and does not depend on any specific routing or MAC protocol, a corridor is gradually established as the first packet containing urgent information propagates to the base station. The nodes surrounding the corridor suppress the transmission of non-urgent information and nodes in the corridor are kept awake to forward emergency packets. ACM avoids packet loss and possible delay caused by collisions in the wireless transmission and normal sleep scheduling. An acknowledgment and retransmission scheme is incorporated into ACM in order to improve reliability of transmission of urgent information. Simulation experiments showed that, when only one node transmitted urgent information, the retransmission contributed to establish a corridor quickly and that ACM improved the delivery ratio and the delay of the urgent information transmission once a corridor is established. It was proved that ACM was effective to improve the reliability and the latency of urgent information as well in the cases where multiple nodes sent urgent information at once.
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1. Introduction

Due to advances in the development of micro-electromechanical systems (MEMS) technology, wireless sensor networks (WSNs) have become popular in the field of information and communication technology and attracted much attention of many researchers [1,2]. A WSN consists of a number of sensor nodes, each of which is equipped with one or more sensors, an analog-digital converter, a radio transceiver, a central processing unit with limited computational capability, a small amount of memory, and a battery power supply. Nodes are deployed into a region to be monitored. They build up a network using radio communications in an autonomous and distributed manner. Sensor data obtained at nodes are transmitted through a network to a certain node called a base station (BS) or sink for further processing. WSNs have a wide variety of applications such as agricultural, health, environmental, and industrial purposes.

Among a number of applications, a WSN used as a social infrastructure to make our life safe, secure, and comfortable is one of the most promising. This sort of WSNs would carry both urgent and non-urgent information, which apparently should not be handled equally. The urgent information, such that for security, disaster, environmental, and vital conditions, has to be carried through a WSN with higher reliability and lower delay than other non-urgent information such that for regular monitoring for living and working space control. It means that a WSN must be capable of differentiating and prioritizing packets depending on their urgency and importance according to requests from the application layer. In addition, it must provide a mechanism where packets with higher priority are transmitted preferentially.

Since many factors make radio communication unstable and unreliable, it is a challenging issue to realize a fast and reliable transmission of urgent information in WSNs. Among them, collisions are the most influential and dominant, especially, when Carrier Sense Multiple Access (CSMA) MAC protocol is used. A collision drastically increases the latency of the transmission of packets due to backoff and retransmissions. Inserting a random backoff before transmission is helpful to some extent as it has already been incorporated into many CSMA algorithms. However, they face the so-called hidden terminal problem. In addition, collisions cannot be avoided if two or more nodes occasionally start their carrier sense at the same time.

In this paper, we propose an “assured corridor” mechanism, ACM in short, for fast and reliable transmission of urgent information in WSNs. Among them, collisions are the most influential and dominant, especially, when Carrier Sense Multiple Access (CSMA) MAC protocol is used. A collision drastically increases the latency of the transmission of packets due to backoff and retransmissions. Inserting a random backoff before transmission is helpful to some extent as it has already been incorporated into many CSMA algorithms. However, they face the so-called hidden terminal problem. In addition, collisions cannot be avoided if two or more nodes occasionally start their carrier sense at the same time.

In this paper, we propose an “assured corridor” mechanism, ACM in short, for fast and reliable transmission of urgent information in a WSN. In ACM, an assured corridor is eventually established where emergency packets are forwarded preferentially. Transmission of normal packets is suppressed along the corridor and emergency packets are forwarded by keep-awake nodes in the corridor. By suppressing transmission of normal packets, congestion among emergency and normal packets is avoided. Therefore, it contributes to reducing the latency caused by backoff and retransmissions and the loss probability caused by retransmission timeout. By keeping nodes awake on the path from the source node of emergency packets to the BS, the delay required to wait for the next-hop node to wake up from
the sleep mode is avoided.

Examples of an assured corridor are illustrated in Fig. 1 for a tree-based sensor network and a broadcasting-based sensor network. In the figure, a star corresponds to a node which detects an emergency and grey circles correspond to nodes on a path to the BS. Nodes in ranges of radio signals of those grey nodes are denoted as filled circles, which suppress emission of normal packets.

The rest of the paper is organized as follows. Detailed description of ACM is discussed in Sect. 2. In Sect. 3, we show an example of application scenario of ACM to our previous work, i.e., the synchronization-based data gathering scheme [3, 4]. Section 4 gives the details of simulation experiments. Then, the results and discussions are presented in Sect. 5. Finally we conclude the paper in Sect. 6.

2. Description of the proposed mechanism

In this paper, we assume a WSN deployed in a residence, a building, or a small area, used for a home security system, a building automation system, or a public surveillance system for example, in which sensor nodes are immobile. Although ACM works above the network layer and does not depend on any specific MAC or routing protocols, we assume a contention-based MAC protocol and a multihop routing protocol for their wide range of off-the-shelf products and research and development activities. For example, a TDMA protocol is also applicable, but we consider that it has many practical problems to be solved such as scheduling overhead and severe requirement for time synchronization. As for the network layer, a multihop scheme with limitation on the radio transmission energy is usually preferred to avoid contention among wireless communication and prolong the lifetime of batteries. ACM itself is not a routing protocol, although it uses routing information of the network layer. An assured corridor is established along a path that an underlying routing protocol or data gathering scheme builds for communication or data gathering in normal operation.

In our mechanism, a node follows the state transitions illustrated in Fig 2. A node stays in the NORMAL state in its normal operation. When a node detects an emergency event, its state is changed to the EMG_SEND state and it begins emission of emergency packets. An emergency packet is identified by an emergency flag in its header. When a neighbor node in the NORMAL state receives or hears the emergency packet, its state moves to either of the EMG_FORWARD or SUPPRESSED state depending on its location. If the node is on the path to the BS, in other words, if the node is a next-hop of the EMG_SEND node, it moves to the EMG_FORWARD state. It suspends its sleep schedule and forwards the emergency packet. If the node is not involved in forwarding the emergency packet, i.e., not on the path to the BS, it moves to the SUPPRESSED state and suppresses transmission of normal packets in order to avoid collisions with emergency packets in the MAC layer.

Similarly, among neighbor nodes receiving or hearing an emergency packet forwarded by the EMG_FORWARD node, ones on the path to the BS become EMG_FORWARD nodes and the others become SUPPRESSED nodes. By repeating this process at every hop to the BS, an assured corridor, which consists of EMG_FORWARD nodes forwarding emergency packets along the path and SUPPRESSED nodes surrounding the path, is eventually completed when the first emergency packet arrives at the BS. We should note here that, if an emergency packet is lost due to a collision for example, NORMAL nodes around stay unaware of the emergency and keep the NORMAL state.

Once an assured corridor is established, following emergency packets propagate through the corridor which consists of awake nodes forwarding emergency packets and surrounding silent nodes. The rest of the nodes in the WSN are not aware of the emergency and they remain in their normal operation.

These mechanisms imply that the reliability and the latency of transmission of emergency packets are improved at sacrifice of the larger transmission delay of non-urgent information and the depletion of a battery of awake nodes. Although low energy consumption is one of the most important requirements in WSNs, we should not sacrifice the reliability and latency of transmission of emergency packets for the energy efficiency. Therefore, we do not pay much attention to energy efficiency in our mechanism. We believe that such a design policy is acceptable, because it is reasonable to assume that emergency events rarely happen. The lifetime of a WSN depends on energy efficiency not in urgent conditions but in normal operations. If allowed we can introduce a sleep schedule to nodes in a corridor, but it is left as one of future works.

Detailed description of the four states of a node in ACM is given in the following.

NORMAL As long as there is no emergency event, a WSN operates as usual and nodes are in the NORMAL state. They periodically wake up, re-

Fig. 1 An “assured corridor” in (a) a tree-based network and (b) a broadcasting-based network.
We assume that an observatory or a control center receives and transmits a data packet, and go back to sleep at regular intervals of $t_{\text{norm}}$.

**EMG_SEND** When a node detects an emergency event, *e.g.*, a fire, it enters the \textit{EMG\_SEND} state. It broadcasts emergency packets with the emergency flag at shorter intervals of $t_{\text{emg}} < t_{\text{norm}}$. Every emergency packet sent is given a unique sequence number at the source node.

**EMG\_FORWARD** A node which receives an emergency packet for the first time from its preceding nodes moves into the \textit{EMG\_FORWARD} state. A preceding node is a node for which the node is responsible in forwarding a packet or data toward the BS. For example, if the WSN adopts tree topology whose root is the BS, a preceding node is a child node. On receiving the emergency packet for the first time, a node suspends the sleep schedule. Then, it sends the received emergency packet to the designated next-hop node on the path to the BS, after waiting for the activation of the next-hop node in the NORMAL state if it is in the sleep mode. The next-hop node also moves to the \textit{EMG\_FORWARD} state and keeps awake once it receives the emergency packet. Therefore, following emergency packets sent after the first emergency packet by the source node are immediately relayed by \textit{EMG\_FORWARD} nodes toward the BS.

**SUPPRESSED** A node which receives an emergency packet from a neighboring node which is not its preceding node moves into the \textit{SUPPRESSED} state. A node in this state should suppress transmitting some or all of normal packets.

We assume that an observatory or a control center receives the urgent information through the BS. Then, an acknowledgment is sent back to the BS and it is forwarded to the source node of the emergency packets. On receiving the acknowledgment, the \textit{EMG\_SEND} node returns back to the \textit{NORMAL} state. \textit{EMG\_FORWARD} and \textit{SUPPRESSED} are “soft states,” which are controlled not by explicit signaling but by a timer. Entering these states, a node starts a timer. When the timer expires, it returns to the \textit{NORMAL} state. The timer is restarted every time when a node receives an emergency packet. A typical length of the timer is the interval of data gathering in the \textit{NORMAL} state, *i.e.*, $t_{\text{norm}}$, since emergency packets are sent more frequently than normal packets to inform a control center of up-to-date emergency condition.

Note that an assured corridor is established while the first emergency packet is being forwarded to the BS. Therefore, the transmission delay of the first emergency packet, in other words, the time needed to establish a corridor, depends on a sleep schedule of the data gathering scheme used for normal operation. After a corridor is established, following emergency packets are forwarded immediately by \textit{EMG\_FORWARD} nodes, which keep awake, thus the delay is minimal and independent of the sleep schedule. In case that the first emergency packet is lost, any of following emergency packets succeeds the role of the first emergency packet to establish a corridor. Here, we call an emergency packet sent by an \textit{EMG\_SEND} node for the first time “the first emergency packet.” In addition, an emergency packet that a \textit{NORMAL} node or the BS receives or hears for the first time is also called the first emergency packet. The first emergency packets contribute to establishment of a corridor. Other emergency packets are called “following emergency packets.”

3. Application to the synchronization-based data gathering scheme

3.1 Overview

Although ACM does not depend on any specific routing algorithm, we employ the synchronization-based data gathering scheme [3, 4] to evaluate the behavior of our mechanism in this paper. The synchronization-based data gathering scheme is proposed to accomplish energy-efficient data gathering in a WSN without any centralized control. Combined with ACM, it enables a distributed and self-organizing control of fast and reliable transmission of urgent sensor information.

Figure 3 illustrates how sensor data propagate from all nodes to the BS. A number in each circle, *i.e.*, node, corresponds to the number of hops from the BS, which is maintained by each node as a level value. Figure 4(a) shows timings that level $n - 2$, $n - 1$, and $n$ nodes wake up, receive and send packets, and go to sleep. Here, the interval of data gathering is given as $t_{\text{norm}}$.

In the synchronization-based data gathering scheme, sensor nodes with the same level value behave in synchrony. When so-called global synchronization
Transmission of urgent information in the synchronization-based data gathering scheme with ACM is depicted in Fig. 4(b). When a node detects an emergency event, it defers emission of the first emergency packet for $t_{\text{first}}$ until its next timing of packet emission ($t = 0$, in Fig. 4(b)), since its parent nodes in the NORMAL state are asleep at the moment of event detection and cannot receive any packet until they wake up. To minimize this delay, one possible way is to have a mechanism to wake up parent nodes by sending a wake-up signal. ACM can be combined with such a mechanism, however, a special hardware for the wake-up mechanism is needed on every node, which leads additional production cost.

When the first emergency packet is broadcast at $t = 0$, parent nodes move to the $\text{EMG\_FORWARD}$ state while neighboring nodes of the same or a larger level move to the $\text{SUPPRESSED}$ state. By hop-by-hop broadcasting of the first emergency packet, all intermediate nodes move to the $\text{EMG\_FORWARD}$ state.

If the first emergency packet is lost at one of intermediate nodes due to collision for example, the transmission is delayed for $t_{\text{norm}}$ until the next timing of packet emission. Letting $t_{\text{relay}}$ time taken for an $\text{EMG\_FORWARD}$ node of level $i$ to wait for level $i-1$ nodes to wake up, the total delay of the first emergency packet originating at level $n$ is given by,

$$D_n = t_{\text{first}} + \sum_{i=1}^{n-1} t_{\text{relay}}^i + kt_{\text{norm}},$$

where $k$ is the number of packet loss events.

The maximum of $t_{\text{first}}$ is $t_{\text{norm}}$, and all intermediate nodes have to wait for $\delta t_{\text{norm}}$, if they are in the NORMAL state,

$$\max(t_{\text{first}}) = t_{\text{norm}},$$

$$\max \left( \sum_{i=1}^{n-1} t_{\text{relay}}^i \right) = (n-1)\delta t_{\text{norm}}.$$ 

Thus the maximum of delay $D_n$ for the first emergency packet originating at an $\text{EMG\_SEND}$ node of level $n$ to reach the BS is given by

$$\max(D_n) = t_{\text{norm}} + (n-1)\delta t_{\text{norm}} + kt_{\text{norm}}.$$ 

The $\text{EMG\_SEND}$ node keeps sending emergency packets at intervals of $t_{\text{emg}}$ after its emission of the first emergency packet. These following emergency packets are forwarded to the BS immediately along the corridor. If $\delta t_{\text{norm}}$ is relatively large compared to the transmission delay of following emergency packets, a following emergency packet may catch up the preceding first emergency packet at an intermediate node. In
In this case, the following emergency packet takes over the first emergency packet and propagates to the BS establishing a corridor as being treated as the first emergency packet.

3.3 Retransmission

Since a corridor is not established, the first emergency packet is forwarded to the BS without any prioritization and can get lost. Although a following emergency packet succeeds the role of a lost first emergency packet in establishing a corridor, it increases the transmission delay of emergency packets and can be critical to the safety and security of our living environment. Following emergency packets can be lost as well, because of possible collisions among emergency packets.

There are several possibilities to overcome the loss of emergency packets. In this paper, we take a hop-by-hop acknowledgement and retransmission scheme at a higher layer above MAC. Our scheme does not exclude other techniques and they are helpful to improve the reliability of transmission. For example, we could adopt a MAC protocol with prioritization [5] or a packet-level priority control. In [6, 7], the authors consider service differentiation in terms of delivery ratio based on Diff-Serv model. Delay-based differentiation is proposed in, for example, [8, 9]. Multipath routing / forwarding is another possibility to improve the reliability of packet transmission [6, 7, 10]. We will consider effective and efficient coordination of several techniques for fast and reliable transmission of urgent information in the next research work.

The synchronization-based data gathering scheme inherently enables hop-by-hop acknowledgement since a node receives a packet from a parent node for synchronization. In other kind of schemes, a node can also expect to receive an emergency packet from its parent node at the timing of packet emission of the parent node. A node can confirm the successful transmission of its emergency packet by observing a packet sent by one of its parent nodes. If a node does not receive an emergency packet from its parent node or an emergency packet broadcast by its parent node does not contain urgent information it sent, the emergency packet is considered lost. Then, it retransmits the emergency packet. The retransmission scheme of the first emergency packet in the synchronization-based data gathering scheme is shown in Fig. 4(c).

First, level $n$ node which detects an emergency event immediately moves to the EMGSEND state. Then, it transmits an emergency packet at the next timing of packet emission, $t = 0$. A level $n - 1$ node, which is a parent node of the level $n$ node, is expected to move to the EMG_FORWARD state and broadcast the emergency packet at the next timing of packet emission at $t = \delta t_{norm}$. However, the first emergency packet can be lost, due to the collision with a normal packet transmitted from a neighbor node or random channel error, for example. In this case, the level $n - 1$ node remains in the NORMAL state and broadcasts a normal packet at its timing of packet emission, $t = \delta t_{norm}$ as shown in Fig. 4(c). Receiving a normal packet from its parent node, the level $n$ node detects the loss and immediately retransmits the emergency packet with a retransmission flag in the packet header. Retransmission is repeated until it receives the emergency packet from any of its parent nodes. Therefore, the duration for retransmission is at most $\delta t_{norm}$, i.e., until parent nodes go to sleep. If the next emergency packet originating at the same source node arrives while an emergency packet is waiting for retransmission at an intermediate node, the waiting packet is discarded. This is because that sensor data in the waiting packet is obsoleted by the new data. It is also possible to merge them and generate a new emergency packet depending on an application’s requirement.

If a level $n - 1$ node receives an emergency packet with a retransmission flag while it is awake, it immediately broadcasts the emergency packet so that level $n - 2$ nodes can forward the packet at the next timing of regular emission ($t = 2\delta t_{norm}$ in Fig. 4(c)). The emergency packet sent by the level $n - 1$ node also confirms the successful reception to the level $n$ node. Since the other nodes in the vicinity of a node retransmitting emergency packets do not transmit any packets during retransmission interval, we can avoid collisions and losses of retransmitted packets.

Now, consider the delay of the first emergency packet for the worst case scenario with retransmission. The maximum delay of transmission is $\delta t_{norm}$ as far as retransmission succeeds before a parent node, which is still in the NORMAL state, goes to sleep (see retransmission from level $n$ node to level $n - 1$ node in Fig. 4(c)). If a node fails in retransmission, it must wait for the next cycle of packet emission at $t_{norm}$ later because its parent node are asleep until that time. Therefore, the maximum of transmission delay with retransmission, $D_{n}^{R}$, is given by,

$$\max(D_{n}^{R}) = t_{norm} + (n - 1)\delta t_{norm} + k'\delta t_{norm} + t_{\text{retrans}}^{1} \tag{5}$$

where $k'$ is the number of retransmission failures, which incur delay of $t_{\text{retrans}}$. $t_{\text{retrans}}$ corresponds to the time for level 1 node to transmit the emergency packet to the BS. Since the BS is always ready to receive a packet, level 1 node can try retransmitting the emergency packet until the next emergency packet catches up, which is at most $t_{emg}$ after it receives the first emergency packet. Therefore,

$$\max(D_{n}^{R}) = t_{norm} + (n - 1)\delta t_{norm} + k'\delta t_{norm} + t_{\text{emg}} \tag{6}$$

4. Details of simulation experiments

We evaluated the synchronization-based data gather-
EMG state. After this, 90 seconds are taken to allow
state for 40 seconds and then go back to
vals of EMG chosen and moved into the
After the initial 300 seconds, nodes are randomly
ition, and normal operations without any emergency.
maximum size of the payload is limited to 78 bytes due to
N sensor information amounts to 6 bytes. The max-
imum size of the payload is limited to 78 bytes due to the
limitation of IEEE 802.15.4 and sensor data beyond
78 bytes are discarded at each node.
Each simulation experiment lasts 20,000 seconds
including 300 seconds for initialization, synchroniza-
tion, and normal operations without any emergency.
After the initial 300 seconds, nodes are randomly
chosen and moved into the EMG_SEND state. The
EMG_SEND nodes emit emergency packets at inter-
vals of $t_{\text{emg}} = 2$ seconds. They stay in the EMG_SEND
state for 40 seconds and then go back to NORMAL
state. After this, 90 seconds are taken to allow
EMG_FORWARD and SUPPRESSED nodes to return to
the NORMAL state. Then, after a random inter-
val of up to 10 seconds, the next nodes are randomly
chosen and moved to the EMG_SEND state. The same
procedure is repeated during a single simulation exper-
iment. Under this scenario, we had around 150 emer-
gencies in each simulation experiment. The same
experiment is repeated for ten times with different node
layouts. In Section 5.1 and 5.2, one node is moved to the
EMG_SEND state at the same time, whereas mul-
tiple nodes detect an emergency in Section 5.3.

For comparison purposes we considered three
variants of the mechanism. One is called KA (keep awake), in which only EMG_SEND and
EMG_FORWARD states are applied and no suppres-
sion of normal packets is conducted. Another is called
KA+SP (suppression), in which an assured corridor
is established by suppressing emission of normal pack-
ets, but lost packets are not recovered by retransmis-
sion. The other is called KA+SP+RT (retransmission),
which is equivalent to ACM.

When a node detects a loss of packet, it first waits
for a random duration between 0.05 and 0.15 seconds
for the first emergency packet and between 0.1 and 0.2
for a following emergency packet and then retransmits
the packet. If the first retransmission fails, a node waits
for a random duration between 0.2 and 0.3 seconds and
then retries again. After the second retransmission,
the interval between retransmission is doubled, that is,
a binary back-off scheme is applied.

5. Results and discussions
In following subsections, simulation results of delay and
loss rate of emergency packets are presented. Note that,
in Figs. 7 through 10, the number of samples over level
10 is so small that large variation is observed in these
data.

5.1 Late arrival ratio and delay of first emergency
packets
In ACM, the first emergency packet propagates to the
BS while establishing a corridor. Thus the delay of
urgent information $D_n$, which is defined here as the
duration from the time when a level $n$ node detects an
emergency event to the time when the BS receives an emergency packet for the first time, indicates the time required to establish an assured corridor.

The delay of first emergency packets of KA with one $EMG\_SEND$ node is plotted in Fig. 6 for each level of the source node. A dashed line shows the maximum delay $\max(D_n)$ without loss, i.e., $k = 0$ in Eq. (4), given by

$$\max(D_n)_{k=0} = t_{\text{norm}} + (n-1)\delta t_{\text{norm}}. \quad (7)$$

As shown in Fig. 6, the delay exceeds $\max(D_n)_{k=0}$ in about 15% of the transmission. In these cases, there is at least one packet loss on the way to the BS. Although the lost packet is compensated by a following emergency packet, the loss leads to the increased delay.

The late arrival ratio and the averaged delay of first emergency packets for each source level for KA, KA+SP, and KA+SP+RT are shown in Figs. 7 and 8 respectively. The late arrival ratio is defined here as the ratio of cases where the delay exceeds $\max(D_n)_{k=0}$ for KA and KA+SP, and $\max(D_n^{R})_{k'=0}$ for KA+SP+RT substituting $k' = 0$ into Eq.(6),

$$\max(D_n^{R})_{k'=0} = t_{\text{norm}} + (n-1)\delta t_{\text{norm}} + t_{\text{eng}}. \quad (8)$$

As seen in the figures, suppression of transmission of normal packets has little effect for first emergency packets because they collide with normal packets in establishing an assured corridor. In KA+SP+RT, in contrast to the others, all of the first emergency packets reached the BS within $\max(D_n^{R})_{k'=0}$ in Eq.(8), which means that all first emergency packets are delivered to the BS within one cycle due to successful retransmission. This is the reason why the delay of KA+SP+RT is smaller than that of KA and KA+SP. As stated in Section 3.3, since no normal packets are transmitted at the time of retransmission of emergency packets, retransmission does not suffer from collisions with normal packets and is successful unless there is a collision with another emergency packet.

One might think that the absolute value of the delay is too large. However, this delay depends largely on a sleep schedule of a data gathering scheme, since a node must wait for a parent node to wake up in forwarding the first emergency packet. In the case of the synchronization-based data gathering scheme, we can shorten the delay with smaller $\delta$ in Eq.(4) and Eq.(6), but $t_{\text{first}}$ is unavoidable without a wake-up mechanism. The results shown in this paper can be regarded as the expected performance in the worst case scenario. The typical delay of a fire alarm for a home security system is from several tens of seconds to one minute and thus the delay of our mechanism is acceptable under the simulation setting. We plan to conduct additional experiments to see the applicability of the proposal.

5.2 Loss rate and delay of following emergency packets

The loss rate of following emergency packets is shown in Fig. 9 while changing the level of source node. The loss
rate is defined as the ratio of the number of following emergency packets not received by the BS to the number of those sent from source nodes after a corridor for each source node is completely established.

In the experiments, we set the interval $t_{\text{norm}}$ for normal packets at 10 seconds and the interval $t_{\text{emg}}$ for emergency packets at 2 seconds. Therefore, without suppression of normal packets, one emergency packet out of five meets normal packets at parent nodes of a source node. Since the density of nodes is the highest around the BS in our node distribution, the loss rate of emergency packets in KA is the highest for source nodes of level 1 in Fig. 9. When transmission of normal packets is suppressed, the loss rate decreases to about the half. Remaining losses are for collisions among emergency packets traversing different paths. With retransmission, there was no packet loss for about 20,000 following emergency packets.

Figure 10 shows the delay of following emergency packets. The delay is roughly proportional to the hop distance from the BS. Retransmission introduces additional delay in waiting for retransmission and the resultant delay becomes larger than the others.

5.3 Multiple emergency nodes

Next we consider cases where multiple nodes detect an emergency event and move to the $\text{EMG}_{\text{SEND}}$ state at the same time. In addition to the synchronization-based data gathering scheme, which is a broadcast-based routing algorithm, we evaluated the performance of ACM with a tree-based routing algorithm. In this case, each node chooses a parent node among neighbors one hop closer to the BS, based on the received signal strength. This is equivalent to choosing the nearest one-hop-closer node in the simulation experiments. The transmission schedule is the same as in the broadcast-based network, which is shown in Fig. 4.

Figure 11 shows the delay of the first emergency packets against the number of $\text{EMG}_{\text{SEND}}$ nodes in both of the broadcast-based and tree-based networks. Against intuition, the delay decreases as the number of $\text{EMG}_{\text{SEND}}$ nodes increases. As stated before, once an assured corridor is established, emergency packets are forwarded immediately since all nodes are awake in the corridor. For example, the first emergency packet sent from an $\text{EMG}_{\text{SEND}}$ node which is located in or near a corridor established by another $\text{EMG}_{\text{SEND}}$
node would be carried through the corridor with shorter delay. Therefore, the more \textit{EMG\_SEND} nodes exist, the larger is the probability that the first emergency packets can use a corridor established by another \textit{EMG\_SEND} node. The smaller delay of KA+SP+RT compared to KA and KA+SP reflects the smaller loss rate of the first emergency packets. The delay of KA and KA+SP is smaller in the broadcast-based network (Fig. 11(a)) than in the tree-based network (Fig. 11(b)), since multipath effect in the former decreases losses of the first emergency packets.

The loss rate and average delay of following emergency packets are plotted against the number of \textit{EMG\_SEND} nodes in Figs. 12 and 13 respectively. The effect of suppression of transmission of normal packets in reduction of loss rate becomes smaller as the number of \textit{EMG\_SEND} nodes increases. The more nodes are in the \textit{EMG\_SEND} state, the more dominant are packet losses caused by collisions among emergency packets within a corridor not with normal packets. With retransmission, in KA+SP+RT, the loss rate is less than 0.1\% with 16 \textit{EMG\_SEND} nodes in both networks. Comparing Fig. 12(a) and Fig. 12(b), the contribution of the suppression of normal packets is smaller in the broadcast-based network. This is because, in the broadcast-based network, some of collisions occur within a corridor among emergency packets traversing different paths. The suppression of normal packets can not avoid collisions within a corridor.

The delay in KA and KA+SP is independent of the number of \textit{EMG\_SEND} nodes, see Fig. 13, since the increase of delay due to the contention in the MAC layer among more \textit{EMG\_SEND} and \textit{EMG\_FORWARD} nodes is deducted by decrease of the average hop count of emergency packets which arrive at the BS. There is a bias in favor of emergency packets originating at \textit{EMG\_SEND} nodes closer to the BS than those of distant \textit{EMG\_SEND} nodes, for their less loss rate. For supporting this, per-hop delay becomes larger with the number of \textit{EMG\_SEND} nodes, although these results are not shown because of space limitation. The delay of KA+SP is slightly smaller than that of KA. The reason is that the number of backoff in the MAC layer is smaller in KA+SP due to suppression of normal packets at surrounding \textit{SUPPRESSED} nodes. This effect decreases as the number of \textit{EMG\_SEND} nodes increases. The more nodes are in the \textit{EMG\_SEND} state, the more nodes move to the \textit{EMG\_FORWARD} state, which means less \textit{SUPPRESSED} nodes. On the other hand, the delay increases in proportional to the number of \textit{EMG\_SEND} nodes with retransmission. Again, the reason is collisions among emergency packets within an assured corridor, which cause more retransmission and larger delay. The delay for KA+SP+RT in the broadcast-based network (Fig. 13(a)) is a little larger than in the tree-based network (Fig. 13(b)) since there occur more frequent collisions within a corridor which incur delay due to retransmission.

In summary, for the first emergency packet, suppression of transmission of normal packets along a corridor does not help much by itself. However, by additionally introducing a retransmission scheme, the loss is completely avoided and the delay is effectively reduced. On the contrary, for following emergency packets, suppression contributes to reduction of the loss. With retransmission, the loss rate of following emergency packets becomes close to zero at the sacrifice of the increased delay in proportional to the number of \textit{EMG\_SEND} nodes. The increase in the delay is for collisions among emergency packets. We expect that the delay can be reduced by introducing other techniques such as prioritization among emergency packets. We are now working on those issues.

6. Conclusion

In this paper, we proposed ACM, a fast and reliable transmission mechanism for urgent information in sensor networks, where nodes in a corridor are kept awake for fast transmission while adjoining nodes are kept silent for less collisions.

Among data gathering schemes, we adopted the
synchronization-based scheme as an example of application scenarios. Although we considered a severe condition where data transmission of nodes were synchronized, data were gathered to the single center point, and sleep scheduling is adopted, simulation experiments showed that the corridor was quickly established, the loss rate of emergency packets was successfully decreased, and the latency of following emergency packets was improved.

ACM distinguishes packets in two categories, i.e., normal and emergency. In addition, suppressed nodes completely stop transmitting any packets in the simulation experiments. We now consider to develop a mechanism for more severe conditions with many EMG_SEND nodes and multiple corridors. We combine several techniques, such as prioritization among emergency packets and rate control with a backpressure mechanism, with ACM. A WSN should function properly under this kind of situation and we believe that this is one of network layer functions needed for a WSN as a social infrastructure.
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