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Abstract

The idea of advantage of distributed control over centralized control has been radicated. Now,

a class of distributed control, self-organizing control, has received significant attention in the areas

of networking. One of the main factors of their attention is its robustness, which is a property of

maintaining function of the system despite perturbations. Assuming modern and future networks,

which are becoming increasingly complex with growth in the number of nodes participating in

the communications, frequent topological changes due to additions or departure of nodes, and

unanticipated perturbations inside and outside of the network, the notion of robustness becomes

also increasingly important. However, we stress that whether self-organizing control is robust

or not is nontrivial. Even if it is actually robust, why self-organizing control is robust and what

factors yield robustness has not been addressed to any great extent so far.

In this thesis, we first quantitatively demonstrate the advantage in robustness of self-organizing

control through comparison with centralized control in a sensor network scenario as a special

topic for the study. Through the simulation experiments, we show that although centralized con-

trol scheme shows superior predictability in routing metrics such as delay in ideal environments,

self-organizing control scheme maintains its data collection functionality even in a variety of per-

turbations, such as transmission error, node failures, link disconnections, etc. In addition by the

results of the evaluation, we point out that the difference of robustness between the two control

schemes stems from the strength of dependence on other nodes’ information to comprehend state

of the network. A control station in centralized control depends on information about network

state gathered from all the nodes in the network, which are often unreliable. This fact brings vul-

nerability to the centralized control especially when the control reflects the erroneous state of the

network. On the contrary, network nodes in self-organizing control have not so strong dependency

on other nodes’ information, and thus, the influence of erroneous information is just localized.
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1 Introduction

Today’s networks are becoming larger and more complex. A large number of diverse devices

are being connected to them, and issues such as node failures and the addition or departure of

nodes are continually changing the complexity and dynamics of peer-to-peer, ad-hoc, and sensor

networks. Critical issue in such dynamically changing and uncertain environments is to maintain

the functionality of networks in an adaptive manner to the environmental changes. Even if basic

performance is inferior to other protocols or control schemes, keeping the performance even where

the network state dramatically changes or unforeseeable circumstances occur is preferable for

today’s and future networks. In this age when our life and networks are closely related to each

other, robustness of networks is becoming increasingly important.

Regarding to the robustness, distributed control has been said to be preferable to centralized

control. In centralized control, a control station gathers each piece of network state from individual

nodes in a network, integrates all the pieces to construct a full picture of the network, and issues

explicit command generated based on the picture to all the nodes. In such cases, as the number of

nodes increases, collecting, integrating, and distributing control information become increasingly

difficult. In addition, network nodes under control of the station are unable to determine their

actions without receiving control information from the station. Furthermore, the control station

is inherently a single point of failure. In that sense, centralized control lacks scalability and fault

tolerance. These weaknesses finally demand other control paradigm, and as a result, distributed

control appears. Distributed control has been expected to solve these problems.

Now, a class of distributed control that is beginning to attract considerable attention is self-

organizing control [1, 2]. Self-organizing control is a paradigm introduced from Nature [3]. In

this control, each component autonomously decides its next action on the basis of local infor-

mation, and the microscopic simple actions of the components collectively provide structure and

functionality at the macroscopic level without any centralized coordination [4, 5]. Such behav-

ior is distinct from merely distributed control where individual components act autonomously but

depend on global information. Scalability, adaptability, and fault tolerance, which are included

in robustness in a broad sense, are “known” as properties of self-organizing control, and a lot

of researches incorporating the self-organizing control have been carried out in routing [6-10],

clustering [11-13], task allocation [14], etc.
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In spite of such significant attention, most of the researches have focused on improving net-

work performance or optimizing the network efficiency. The notion of good robustness of self-

organizing control is widely alleged, but we stress that it is certainly nontrivial. Even supposing

that the notion is true, why self-organizing control is robust and what factors yield advantage of

robustness compared to other control, to the best of our knowledge, have not been discussed to

any great extent.

The purpose of this thesis is to quantitatively demonstrate the advantage of self-organizing

control in robustness. By the results of evaluation, we also tackle interesting questions, why and

how self-organizing control is robust.

In order to answer them, we have to define what “robustness” is. Robustness tends to be

used in a vague way, however, its definition seems to gain basic consensus over broad fields. For

example, in [15], robustness is defined as “dependability with respect to external faults, which

characterizes a system reaction to a specific class of faults”. This article also defines dependability

as an “ability to deliver service that can justifiably be trusted”, and the service is “system’s behavior

as it is perceived by its user.” The definition of robustness in [16] is “a delivery of a correct

service in implicitly-defined adverse situations arising due to an uncertain system environment,’

and in [17, 18], “property that allows a system to maintain its functions despite external and

internal perturbations.” The definition in common is that robustness is a property to maintain

its function, or service, to provide its user. The reason for a vague usage regardless of these

common understandings on what robustness means assumed to be due to its enormous degree of

dimensionality. So, we have to define what system is, what function of the system is, and what

perturbations the system faces are to discuss robustness.

Our targeted “system” in this thesis is sensor network. Sensor network is a wireless network,

which is composed of sensor nodes equipped with miniature sensing devices and wireless com-

munication capability. To achieve its “function”, i.e., data collection, individual nodes sense their

ambient surroundings or events, and the sensor data are gathered in a multi-hop way to a base

station, which is called sink. In sensor networks, a large number of nodes are assumed to be de-

ployed, furthermore, a lot of other “perturbations” also must be taken into account such as poor

quality of wireless links, addition or failures of nodes, and even incorrect control information.

Thus, keeping its function regardless of these perturbations is an extremely important building

block in the design of sensor network, and sensor network is appropriate to study “robustness”.
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In this thesis, we first show the better robustness of self-organizing control by comparing two

typical protocols which belong to self-organizing control and centralized one, respectively. The

system under consideration in this thesis is a sensor network. Its function to be maintained, or

its purpose in a sense, is data collection. Thus, robustness of a sensor network in this thesis can

be defined as how much its data-collection capability can be kept under perturbations compared

against non-perturbed condition. In the followings, we compare and evaluate the robustness based

on data-collection rate, whose figure represents data-collection capability of a sensor network. It

is defined as the ratio of the total number of packets which have been successfully received by

sinks in a predefined period of time, to the total number of transmitted packets in that period.

Yet, we have not addressed an important problem: what are perturbations in sensor networks? To

evaluate robustness, we need sufficiently broad perturbation space. We select perturbations in a

sensor network as many as possible such as transmission error, node failures, and link disconnec-

tions, etc. and evaluate robustness under them. The results of the comparisons indicate that in the

ideal environment where no perturbation occurs, centralized control exhibits good predictability in

data-collection rate and routing metrics such as delay. However, especially when the network state

changes, in harsh environment, centralized control cannot maintain its functionality. On the con-

trary, self-organizing control can keep its data-collection rate even when the state of the network

dynamically changes, which indicate self-organizing control has good robustness, and predictabil-

ity in a different sense from centralized control. Furthermore, from the results, we point out that

the difference of robustness is derived from the strength of dependency for comprehending state

of the network on other nodes’ information, this is the key to differentiate the robustness of both

control schemes.

For the second contribution of this thesis, we verified our indication of the dependency on

information from unreliable nodes. We demonstrate the influence of the erroneous information

with different strength of dependency, and explain why self-organizing control limit the effect of

erroneous information locally based on extremely simple information-diffusion model.

This thesis is organized as follows. In Section 2, we explain the detail of self-organizing

control scheme in a sensor network, as well as that of centralized control which is used for com-

parisons. Section 3 provides the simulation results so as to compare the robustness of both control

schemes. Based on the obtained results, we discuss what factor yields good robustness for self-

organizing control in Section 4, and we conclude this thesis in Section 5.
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2 Self-organizing control scheme in sensor networks

In this section, we show the details of self-organizing control which we use for evaluations of

robustness. In addition, as another control scheme to be compared with self-organizing control,

the details of centralized control are followed. The operations of both control schemes are based on

the premise that multiple sinks are deployed in their monitoring regions. Although much research

has set its target on sensor networks with single-sink configuration, a not negligible amount of

work has addressed multi-sink sensor networks [19-22]. Its advantages are improving scalability

by alleviating load of nodes around a sink for forwarding packets and improving robustness by

avoiding single point of failure. Especially, we have now most focused on the latter. Using this

multi-sink configuration, both control schemes take a cluster-based approach, in which the same

number of clusters of nodes as that of sinks is formed, and individual sensor nodes transmit their

sensed data to the sink.

2.1 Self-organizing control

Our self-organizing control scheme is based on pheromone-mediated ant-swarm behaviors called

ant colony optimization (ACO) [23] and ant clustering [12, 13, 24]. Sensor nodes are divided into

as many clusters as there are sinks by using virtual “cluster pheromone” and routing is performed

in each cluster by using “routing pheromone.” The detailed operation for the self-organizing

control is given in the following.

2.1.1 Intra-cluster routing

We have applied the principle of ACO to hop-by-hop routing in our proposed scheme. ACO is

originally a probabilistic approach to combinatorial optimization problems like a traveling sales-

man problem [25], which inspired by ants in their foraging activity. Ants follow efficient routes to

their food by being stochastically attracted to higher concentrations of pheromones left by other

ants. After finding their food, ants leave a volatile pheromone trail while carrying food back to

the nest. If another ant finds the trail before it dissipates, that ant will follow it to the food and

it too will leave pheromone on the way back to the nest, reinforcing the trail. If there is enough

food that several worker ants can bring food back to the nest, high pheromone concentration will

be maintained and even more ants will be attracted. As the food supply becomes smaller, fewer
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maxb pp =

Sink Sensor node

Backward ant

Gradient to the higher concentration

Figure 1: Construction of a gradient of pheromone concentration.

ants will be attracted and the trail will gradually disappear as the pheromone evaporates. Such a

trail building is a basic idea behind the ACO approach.

In our self-organizing scheme, a measure of the goodness of going over a neighbor is ab-

stracted to routing pheromone, which is repeatedly updated. An important problem here is the

definition of good link to determine which route should have higher-pheromone value, in other

words, how to define which node is the preferable next-hop node in a given network. We define

a good next-hop node is the node 1) which is nearer to the sink, and 2) which has high residual

power. In sensor network where the nodes rely only on their batteries as their power sources,

residual power is invaluable and should be considered. All the packets, which are a counterpart of

real ants, is stochastically select a next-hop node to arrive at a sink

To produce a gradient of pheromone concentration through which a packet reach a sink by

going through efficient route, sinks periodically flood control packets, called backward ants. A

sink sl broadcasts a backward ant b which has maximum pheromone value pmax as in Fig 1. On

receiving the ant b, node ni stores b’s pheromone value pb = pmax, b’s source node sl, and b’s

previous-hop node sl to its pheromone table as an entry. Here, node ni memorizes that the advan-

tage of sl as its next-hop node is pmax. Then node ni relays b, making b carry a new pheromone
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value pb, which is calculated according to:

pb ⇐ α

(
1 − exp

(
−β

ERi

EIi

))
pb (1)

where 0 < α < 1 and β > 0. In Eq. (1), ERi and EIi are residual power and initial power of node

ni, respectively. After receiving b, which is forwarded by node ni, ni’s neighbor node nj registers

a new entry for b in its pheromone table as in the case of node ni. Node nj updates b’s pheromone

value, and forwards b again. By repeatedly executing such a behavior, a pheromone distribution

consistent with the above definition emerges.

Sensor nodes periodically communicate using a hello message once in the time thello. One

of its purposes (another purpose is detection of node failures, which are explained in detail in

Section 2.1.3) is exchanging pheromones among neighboring nodes. This communication enables

sensor nodes to comprehend distribution of pheromone concentration of its surrounding area. The

routing-pheromone value hi conveyed by ni’s hello message is the average routing-pheromone

value in its pheromone table. Neighboring node nj , which receives the hello message, updates the

routing-pheromone value for node ni in its pheromone table according to:

ps
nj

(ni) ⇐ γps
nj

(ni) + (1 − γ)hi (2)

where γ is a constant within [0, 1], and psl
ni

(nj) is a pheromone value in ni’s pheromone ta-

ble, which represents the benefit of using node nj as a next-hop node bound for sink sl. Thus,

pheromone table reflects up-to-date pheromone distribution.

A sensor node stochastically chooses its next-hop node by using the routing-pheromone values

in its pheromone table, and forwards a packet to it. An entries for the neighboring node nj in ni’s

pheromone table indicates the estimated goodness over nj to reach a sink. Thus the neighbors

registered in pheromone table are the candidate set Ci of next-hop nodes for node ni.

If Ci is a candidate set of next-hop node for node ni, the probability of ni selecting its neighbor

nj as its next-hop node leading to sink sl is represented as:

Probsl
ni

(nj) =
psl

ni
(nj)2∑

n∈Ci
psl

ni(n)2
. (3)

2.1.2 Clustering

How to select a destination sink for each sensor node still remains a question in our multi-sink

sensor network. Our clustering method, ant clustering, is also inspired by a swarm intelligence
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of ants. Ant clustering is originally a method by ants grouping eggs of larvae according to their

size. Ants repeatedly and also stochastically pick up and drop their eggs based on the degree of

similarity in size with neighbor eggs while wandering around. In such a behavior, eggs which

differ in size substantially from their neighbors are brought toward similar-sized ones. In such a

behavior, clusters of different-sized eggs emerge in a self-organizing way.

We substitute similarity in size with the goodness of belonging to a cluster in order to adapt

the ant clustering to sensor networks. Each node calculates a cluster-pheromone value based on

the routing-pheromone values stored in their pheromone table, and uses them to determine which

cluster it should belong to. Cluster pheromone of sl evaluated by node ni is defined as:

cni(sl) =

∑
k∈belongni

(sl)
ck(sl) + avg phni

(sl)

|belongni
(sl)| + 1

(4)

where belongni
(sl) represents a set of neighboring nodes of ni belonging to sink (or cluster) sl.

Cluster-pheromone value cni(sl) and cluster membership of neighboring nodes, which are nec-

essary for calculating Eq. (4), are actually conveyed by hello messages and stored in pheromone

table as well as routing pheromone. The term avg phni
(sl) represented in Eq. (4) is the average of

routing-pheromone values in entries having sl as a destination sink, calculated as follows.

avg phni
(sl) =

∑
k∈belongni

(sl)
psl

ni
(k)

|belongni
(sl)|

(5)

A cluster having higher cluster-pheromone value is regarded as a good cluster to join, and

sensor nodes also stochastically switch their cluster membership to it. The probability of node ni

changing its cluster from sl to sm is given by:

Probni(sl → sm) =
(

fni(sl, sm)
kth + fni(sl, sm)

)2

(6)

where kth is a constant value used to control the probability, and fni(sl, sk) is given by:

fni(sl, sm) = max
(

0,
|belongni

(sm)|
|Ci|

cni(sm) − cni(sl)
cni(sk)

)
(7)

2.1.3 Detection of failures

Sensor nodes are prone to fail due to their cheap production costs. Moreover, power is inevitably

depleted during the long periods of operation of a sensor network. Sinks are no exception in that

they can fail. Therefore, it is necessary to detect these failures and take appropriate countermea-

sures in order to be able to gather data over a long term.
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We applied a soft-state model to detect failures by using the periodicity of transmitting a

hello message. On receiving a hello message from a neighboring node ni, node nj interprets the

reception as a sign of ni working properly, and nj starts a timer for node ni. Every time node nj

receives a hello message from node ni, the timer is initiated. If the timer reaches an expiry time

texpire, node ni is deemed to have failed, and node nj deletes its entry from its pheromone table.

By only deleting it, node nj selects an appropriate next-hop node according to Eq. (3) without any

special handling.

Detecting a sink node failure is also based on the same soft-state model. The sink periodically

broadcasts hello message as well as other sensor nodes. Sensor nodes around the sink node regard

that the sink has failed if they had not received hello message from the sink for 3 · texpire. After

the failure, the cluster of that sink is no longer preferable because it cannot receive packets any

more. Thus, sensor nodes which take notice of its failure set cluster-pheromone values of all

entries having membership of that cluster to 0, also abandon its cluster membership itself, and

transmit a hello message. As the hello message, which indicates the sink failure, propagates over

the network, sensor nodes participating in the failed sink’s cluster also abandon their membership,

and join another cluster.

2.2 Centralized control

As another control scheme to be compared with self-organizing control, we use centralized control

scheme.

Younis et al. [26] have proposed a data-gathering scheme for sensor networks that assumes

the existence of multiple sinks (for consistency with the terminology used in our self-organizing

control, we use “sink” here instead of the “gateway node” used in their proposal). According

to their proposal, sinks are assumed to be significantly less energy-, performance-, and memory-

constrained than sensor nodes. They have assumed that sensor nodes have already divided in some

way into the clusters so that each cluster has a sink, and the sink calculates the route from each

node in its cluster to itself based on the residual power, state, etc. of sensor nodes. Then the sink

transmits their previous- and next-hop node pairs and the state they should stay in next step (e.g.,

active or sleep state). This data-gathering scheme is definitely centralized, and the role of clusters

is almost same as that of clusters in our self-organizing control. So this scheme is well suited to be

compared with the self-organizing control. However, it describes only the routing and node-state

13



Control station
Instructions

Instructions

Sink

Sensor node

Figure 2: Overview of our centralized control.

management, does not provide how the sensor nodes should be apportioned into clusters, and some

assumptions are not appropriate for large-scale networks, for example, a sink is located within the

one-hop of an arbitrary node in that cluster. So we make some modifications to this scheme.

We assume the existence of multiple sinks and a control station. The station is connected to all

sinks with wire, knows initial power and locations of all nodes and sinks, and manages the overall

networks as shown in Fig. 2. The station first divides nodes into as many clusters as sinks, and a

node belonging to cluster sl must transmits their sensing data to the sink sl. The command from

the control station is transmitted from a sink to the sensor nodes in that cluster.

The control station first divides the node into clusters by Voronoi tessellations with sinks as

basing points. In other words, the central station splits the sensor nodes into clusters such that each

sensor node transmits a packet to the nearest sink. After clusters are formed, the station constructs

routes from each node to its sink such that total link cost of the route is minimized. Link cost is

assigned by the station to all the links between all node-and-node, node-and-sink pairs according

14



to:

Cij =



EIj

ERj

(4π)2d(ni,nj)
2

λ if d(ni, nj) ≤ δ

EIj

ERj

d(ni,nj)
4

h4 if δ < d(ni, nj) ≤ rmax

∞ otherwise

(8)

where Cij is the assigned link cost between node ni and nj . The term λ is a radio wavelength, h

is the height of an antenna, and d(ni, nj) represents the distance between nodes ni and nj . The

threshold distance δ is a constant defined as δ = 4πh2

λ , and rmax is the communication range of a

node. Then the station transmits a command packet, which include the cluster memberships and

route information, to sinks, and the sink relays the command packet with minimal transmission

power so that all the sensor nodes in its cluster can receive the packet.

The detection of node failures is same as that of self-organizing control explained in Sect. 2.1.3.

Each node transmits a hello message at a regular interval thello. If a node nj cannot receive a hello

message from node ni for a fixed time texpire, node ni is deemed by ni to have failed. In such a

case, unlike with the self-organizing control, an explicit failure-indication packet must be transmit-

ted to the control station, because the new routes must be provided such that packets circumvent

the failed node. However, even when node ni works normally, it is possible that hello packets

from ni does not arrive at a ni’s neighboring node within texpire due to interference or transmis-

sion error. This possibility must be allowed for, because if such false positives occur repeatedly,

data-collection rate will decrease and network connectivity will be lost. Preparing for such false

detection, node nj which detects ni’s failure memorizes that detection. If nj could receive again

a hello packet from node ni, it deems the detection of ni’s failure must be false positive, and

transmits a failure-recovery packet to inform the station about the false detection. The station then

recomputes new routes and transmits them to the sensor nodes.
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3 Evaluation and discussions

3.1 Simulation Conditions

In this section, we compare and evaluate the self-organizing control with centralized control in

mainly robustness, through computer simulation experiments in a variety of perturbation scenar-

ios. We implemented both two control schemes on ns-2 network simulator [27]. In a square

monitoring region, whose side length is w, 300 sensor nodes are randomly distributed. Unless

otherwise stated, w is 100 m. In addition to sensor nodes, four sinks are deployed, which are

fixed at (w/4, w/4), (3w/4, w/4), (w/4, 3w/4), and (3w/4, 3w/4), respectively. An example

snapshot of this configuration is shown in Fig. 3, where red nodes are sinks and blue nodes are

sensor nodes. We used two-ray ground reflection model as the model of radio propagation, and the

MAC and PHY layer follow IEEE 802.15.4 standard [28] targeted to sensor node radios, which is

well known for its energy efficiency and low-rate communication. Forward error correction tech-

nology is not considered in our simulation in order to focus on the influence of transmission error

on robustness, therefore a packet is discarded even if one bit error occurs. We set the parameters

of sensor nodes as listed in Table. 1 by referring to [29]. Simulation parameters are also listed in

Table. 2.

In the followings, sensor nodes send their sensed data to their sink in a multi-hop way at a

predefined interval tdata = 10 s. They are not synchronized, and their transmission times are

completely independent of that of the others. A key robustness metric, data-collection rate, is

associated to this periodicity. When the number of deployed nodes in a monitoring region is N ,

the number of data packets generated in the time tdata is of course N . Thus, if in that time r

packets successfully reach sinks, the data-collection rate is to be r/N .

As for the size of command packet in the centralized control, its size grows linearly with the

number of nodes in a cluster according to:

∑
i

6 · ei · nums + 7 (9)

where ei is the number of previous- and next-hop pairs assigned to node ni belonging to a cluster

s, and nums is the number of nodes in the cluster s. We assume 6 bytes are for a pair, and 7 bytes

are for a header. We observed this size of a command packet can easily exceed the value specified

in IEEE 802.15.4. We therefore set aMaxPHYPacketSize, which determines the maximum length
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Figure 3: An example of a network. Blue circles represent sensor nodes. Red circles are sinks.

Table 1: Sensor node parameters.

Transmission power 0 dBm

Communication range 10 m

Frequency 2,450 MHz

Bit rate 250 kbps

Height of antenna 20 cm

Initial power 25 J

Buffer size 65 packets

Power consumption in transmission state 40.95 mW

Power consumption in reception state 45.78 mW
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Table 2: Simulation parameters.

thello 1 s

texpire 5 s

pmax 10

α 0.7

β 7

γ 0.875

kth 0.5

Size of a hello packet 10 bytes

Size of a failure-indication packet 10 bytes

Size of a failure-recovery packet 10 bytes

Size of a data packet 64 bytes

of a packet, to virtually infinity.

One of the most important parameter which has not addressed so far is transmission interval

of, backward ant in the self-organizing control, and that of command packets in the centralized

control, respectively. In the self-organizing control, too short the interval causes repeated interfer-

ence through iterating forwarding the ants among sensor nodes, and too long an the interval does

not construct pheromone distribution enough for data gathering. We tested transmission intervals

of 10 s, 100 s, and 500 s, and selected 100 s because of its better balance between data-collection

rate and power consumption. Transmission interval of command packets in a centralized control

also has great influence on data-collection rate. In the interval is too short, command packets

coming one after another result in a severe interference problem, and if the interval is too long,

up-to-date control information which is necessary for adaptive behavior in changing environments

does not sufficiently provided. We also conducted simulation experiments to study whether 1 s,

10 s, 100 s, or 500 s transmission interval yields best results and chose 10 s as the one yielding the

best balance.

18



Table 3: Statistics of routes generated in the self-organizing control and the centralized control.

95% confidence intervals are also shown.

Hop-Avg (hop) Hop-Var (hop2) Delay-Avg (s) Delay-Var (s2)

Self-organizing 9.1 ± 3.4 × 10−1 1.2 × 102 2.3 × 10−1 ± 1.6 × 10−2 7.6 × 10−1

Centralized 7.5 ± 3.6 × 10−1 1.6 × 101 1.5 × 10−1 ± 8.6 × 10−3 1.0 × 10−2

3.2 Efficiency of data collection in ideal conditions

We first compared basic efficiency of the two schemes in terms of hop counts and delay in an ideal

environment where no failures occur. Bit error rate (BER) is set to 10−5. Hop counts reported here

are of all routes between each sensor node and its sink generated over the simulation time over 15

trials. Delay is also of all the packets over the simulation time from transmission time to arrival

time to sink. Their relative frequencies of distributions are shown in Fig. 4 with 95% confidence

intervals. Actually, there are not remarkable differences in their distributions, and for average

values from Table. 3 we can say the same thing. However, variances, which are also shown

in Table. 3, differ substantially between the self-organizing control and the centralized control.

Concretely, all the hop counts observed in the centralized control are not over 30 hops. However,

for example, some packets produced in the self-organizing control experienced more than 300

hops. These interesting results suggest that in self-organizing control, quality of generated routes

can fluctuate widely, i.e., low predictability and controllability. The lack of global viewpoint leads

to difficulty in finding global optimum, and results in wide fluctuation.

3.3 Robustness evaluation

In this subsection, we focus on the main metric in this thesis, robustness. As already mentioned,

robustness can be seen in the behavior of data-collection rate before and after perturbations in a

sensor network. In the following, we evaluate the robustness against a wide range of perturbations,

and what self-organizing control yield at the expense of predictability shown in Section 3.2.
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Figure 4: Efficiency of routes generated by the self-organizing control and the centralized control.
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Figure 5: Changes of data-collection rate in various BERs.

3.3.1 Against transmission error

We conducted simulation experiments to study the robustness of both control schemes against

transmission error, under the assumption that no node failure occurs. In Fig 5 where changes of

data-collection rate over the simulation time are shown, a clear difference in robustness can be

seen. In low BER environments, both the self-organizing control and the centralized control show

high data-collection rate from the beginning. However, as the channel quality deteriorates, i.e., as

BER becomes higher, only the centralized control takes more time for yielding high data-collection

rate. This clear difference is mainly due to, as is well known for a weak point of centralized

control, the loss of important control information, in our case, command packets. Even with the

best network management, unless a sensor node receives that information, they do not adapt well

to the network change going on, because the all actions necessary for adaptation are included only

in the control information. That situation leads to the inconsistency occurred between the nodes

which successfully received a command packet and the node which did not, and it brings routing

error in our simulation, in which a forwarded packet was discarded by failing to find next-hop node

for it in node’s routing table. Actually the date-collection rate of the centralized control increases

slowly with time, but this is attributed to only the fact that frequently transmitted command packets
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Figure 6: Data-collection rate versus BER.

compensate the packet loss.

The self-organizing control, on the other hand, kept comparatively high data-collection rate

from an early stage of simulations. The main reasons of these results are that the nodes operates

based only on information from neighboring nodes, and the exchange of information among them

is repeated several times. In this case, if a packet is lost for some reason, it can be compensated by

information from other neighboring nodes. In this manner, self-organizing control inherently has

redundancy of control information.

This advantage of redundancy in self-organizing control is also obvious in Fig. 6, where av-

erage values of data-collection rate from 100 s to 1000 s are plotted against BER, and logarith-

mic approximation lines for their decays are also shown. The self-organizing control keeps data-

collection rate above 80% about 3 times longer. In addition, the gradient in its decay is only 58%

of that of centralized control. When the gradient is gentle, data-collection capability is not affected

significantly in response to a small change of BER. For that reason, self-organizing control is more

robust against transmission error.
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3.3.2 Against sink failure

We next presented the result in Fig. 7 for the case in which a sink located at (25, 25) fails at 400 s.

Failure in this thesis is defined as a state in which neither transmission nor reception is possible.

After the sink failure, data-collection rate once sharply fall to about 75% with the exception that

the rate of centralized control with 10−5 BER falls to only 90%. The rate 75% means that one

cluster suffered catastrophic damage (recall we have four clusters now, and the ratio of data packets

gathered in a cluster is about 25%). The rate of centralized control in low BER situation not only

fall just a little but also immediately recovers. The control station connected with sinks with wire

become aware of the failure within a short amount of time (in our simulations, it is set to 0 s),

then clusters are reconstructed and routes are recomputed to adapt whole network to the failure

upon receiving the command packet. Sensor nodes immediately modify its cluster membership

and routing table according to the instruction contained in the command packet upon receiving it.

Then the data-collection rate recovers soon. Of course in the case channel quality is poor, the data-

collection rate of the centralized control is unable to recover within the simulation time shown in

Fig. 7, its reason has already stated in Section 3.3.1.

Different from centralized control, self-organizing control takes more time for the distant sen-
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Figure 8: Results of each trial in both control schemes against random node failures.

sor nodes to adapt to the sink failure. In addition, because the network has no supervisor and no

explicit instructions, some nodes prone to opposing actions based on its possibly inaccurate net-

work conditions. For these reasons, in low BER situation, self-organizing control exhibits worse

recovery feature than centralized one. In high BER environments, however, this relationship be-

tween self-organizing control and centralized control gets reversed, because self-organizing con-

trol inherently does not have important information which can bring serious and adverse influence

if it dropped.

3.3.3 Against node failures

We simulated sensor node failures as follows to study the robustness of both control schemes.

Sensor nodes operate autonomously for periods of time, and are not accessible for battery replace-

ment because of physical deployment locations. For these reasons, failures are likely to occur

frequently in sensor networks. Defining pfail as a failure rate for each sensor node every second,

we first generated random failures from t = 100 s according to pfail. When we tested random

failures in a 100×100 m2 monitoring region with 300 nodes, the difference of robustness between

the self-organizing control and the centralized control was not clear well due to the connectiv-

ity degradation through continued node failures. So we temporarily used a narrower monitoring

region with 50 × 50 m2 while keeping the number of nodes and sinks.

The results of each trial shown in Fig. 8 indicate distinct aspect for robustness. In Fig. 8(a),

there is a little difference in the data-collection rate among trials in the early state of simulation.
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Figure 9: Variances of data-collection rate among trials.

But this difference becomes small with time, although the rate again starts increasing in the end

of simulation. The valiance of the self-organizing control shown in Fig. 9 is small and not so

sensitive to the failure rates. However, in the centralized control shown in 8(b), some lines in

centralized control diverge greatly from others. These lines lead higher variance of data-collection

rate as shown in Fig. 9. This high variance in centralized control means difficulty of predicting

data-gathering capability in harsh environments, although all the plots use same parameters.

We also investigated the influence of concentrated and simultaneous node failures. We selected

particular coordinate and made all the sensor nodes within 10 m of the coordinate fail simultane-

ously at t = 400 s. The resultant changes in data-collection rate are shown in Fig. 10, from which

we can see that the failures have only a little influence on the self-organizing control when the

coordinate is (15, 15) or (20, 20). Even when the coordinate is (25, 25), which just corresponds

to the lower left sink, data-collection rate shows basically a tendency to recover, although the

rate in some trials does not recover depending on the node deployment. On the other hand, once

data-collection rate in centralized control drops, it never recovers at all, because failure-indication

packets did not reach the control station. The station considers nodes that had failed to be working

properly, and therefore, distributes routes that included the failed nodes. We observed only one
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node failure can create cluster level influence in centralized control.

Figures 11(a) and 11(b) show the states of the network when the center of a failure circle was

(20, 20). The small circles there are sensor nodes, and larger circles are sinks. Double circles rep-

resent failed nodes, and the color of the other nodes shows the data-collection rates of themselves.

Red indicates that all the packets transmitted from the node can reach a sink, and blue indicates

no packets reach the sink. Most of the sensor nodes in Fig. 11(a) other than the failed ones show

data-collection rates of about 100% in self-organizing control. In centralized control, however,

the failures have a considerable influence at the cluster level and many sensor nodes are unable

to transmit packets to their sinks. It is undesirable for sensor networks to be unable to gather

information from particular areas.

3.3.4 Against node addition

Node addition is sometimes necessary during operating time of sensor networks to keep moni-

toring capability for the case where the some nodes deplete their batteries or break down. The

addition brings a change into the network, which can be evaluated in terms of robustness.

The control station in the centralized control must have geographical information of newly
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Figure 11: Influence of concentrated and simultaneous node failures on monitoring capability.

Sensor nodes surrounded by a ring are failed nodes. The color of the sensor nodes represents how

much these nodes brought packets to the sink after t = 400 s. Red means the all the packets

transmitted from the node can reach a sink, and blue means packets did not reach it.

added sensor nodes to calculate cluster memberships and routing information. Therefore, added

nodes must inform the station about their locations, possibly in a multi-hop way. However, other

nodes do not have entries for the added nodes in their routing table. Thus, some mechanisms are

required so that their geographical information is delivered to the control station. We assume the

following mechanism, and the mechanism is illustrated in Fig. 12.

(1) A newly added node broadcasts JOIN message, which include its geographical information.

(2) The message is forwarded by its neighbors through the routes to the control station that they

have already had.

(3) The control station newly calculates cluster memberships and routing information based on

the received JOIN message.

(4) The control station transmits that information to the nodes.

Upon receipt of the its membership and routing information from the control station via a com-

mand packet, the added nodes indeed join the data collection. In the case where an added node
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Figure 12: Mechanisms for added nodes to join the data collection.

cannot receive the command packet, after the time tpos = 1 s from its previous broadcast, it

rebroadcasts a JOIN message again, until it gets to join the data collection.

Fig. 13 portraits a scenarios when 30, 60, 90 nodes are added randomly into the network at

t = 400 s. In the centralized control, each added node starts transmitting a JOIN messages after

waiting for random time within 10 s to avoid collisions among other JOIN messages. In self-

organizing control, even after t = 400, the influence of the addition cannot be seen clearly, and

the results are impervious to the number of added nodes because added nodes do not need to take

special handling. On the other hand, in centralized control, data-collection rate falls dramatically,

and its drop gets bigger with the number of added nodes.

The paramount cause for the centralized control being less robust to node addition is interfer-

ence caused mainly by command packets. The control station, upon receiving a JOIN message,

immediately recomputes and transmits new cluster memberships and routing information. Thus

the frequency of transmission of command packets markedly increases with the increase in the

number of added nodes. Then, reception rate of command packet decreases due to the interfer-

ence, and not receiving the command packet at that time leads to the situation where the node

cannot adapt the possibly substantial changes due to node addition. As a result, data-collection

rate sharply decreases just after the addition.
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Figure 13: Data-collection rate when new nodes are added to the network.

3.3.5 Against link disconnection

In wireless networks, intermittent link disconnections can occur due to interference, obstacles, etc.

In the case where the link between node ni and nj is disconnected but the link between ni and nk

is connected, ni’s statuses which nj considers and which nj considers are possibly inconsistent.

To study the difference in robustness between the two schemes, we disconnected the percentage of

links. We assume that each node has links to an arbitrary neighboring node, and disconnect each

link with probability plink in both directions. We conducted this disconnection for all nodes. The

duration of the disconnection is 400 s, from t = 300 s to t = 700 s.

In the results shown in Fig. 14, data-collection rate of the self-organizing control immediately

recovers to the rate before the disconnection, experiencing declination in a short time though. The

centralized control, on the other hand, experienced great influence of the disconnection. What

occurred in the centralized control are massive detections of node failures. Hello packets do not

reach a neighboring node under the link disconnection, the neighboring node detects this situation

as a failure. That is, sensor node cannot identify failure and link disconnection in our central-

ized control. Furthermore, after the detection, the neighboring node transmits a failure-indication

packet, which is actually false-positive detection, to the control station. As a result, the control

29



station does not provide routes for the node which is considered as failed, and the packet from the

node will be discarded. This is the main reason for the decay in Fig. 14(b).
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Figure 14: Influence of link disconnection on data-collection rate.
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4 Dependency of control information

The evaluation conducted in Section 3 is just a cast study, but it allows to us to gain important

insights about why self-organizing controls yield better robustness. The commonly observed na-

ture through the evaluation is that when the state of network changes, although the centralized

control suffers great and bad influence on data-collection rate, i.e., robustness, the self-organizing

control is less affected by the changes. More precisely, the nature is observed when the entities,

i.e., control station or nodes in a network, do not see the correct state of the network, or even they

recognize incorrect state as correct. We discuss these issues in Section 4.1. In Section 4.2, we

evaluate the influence of the incorrect view of individual nodes on the network robustness, and

in Section 4.3, we address why self-organizing control enables the influence to be localized. In

Section 4.4, we discuss why self-organizing control is robust.

4.1 Factor in differentiating robustness

In the evaluation represented in Section 3, there was a significant difference between the self-

organizing control and the centralized control. We would like to explain this trend in terms of

“dependence on control information”. In this case, “dependence” is almost the same meaning of

that used in fault management [30] in which dependency is a relation of that an error or fault in an

object may cause an error in another object. We define the control information as the information

exchanged between entities of a given network to coordinate their joint operation.

For example, in the evaluation of robustness against transmission error shown in Section 3.3.1,

sensor nodes in the centralized control could not receive control information of the network, com-

mand packets, in higher BER situation. Sensor nodes in the centralized control completely depend

for comprehending network state on the control information from a control station. Control infor-

mation explicitly prescribes the action of sensor nodes based on the current network state, and the

node participates in data collection based on the order, believing that other nodes follow the order.

In the case where some sensors can receive the command packet and others cannot, the formers

acts based on the old order, and inconsistent views of the routes can be introduced among them.

Such inconsistency makes sensor nodes lose their next-hop node for a received packet, resulting

in packet loss, and the network gets stuck in the pathological state until their views get consistent.

However, dependence on the control information in self-organizing control is weak. What deter-
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mines their action is themselves and the node which acts based on old or incorrect information

influence only their neighbors.

In Section 3.3.1 and 3.3.2, we saw the case where the control station saw the correct picture of

the entire network. But from Section 3.3.3 through 3.3.5, even the control station did not compre-

hend the correct state of the network actually. This is because the control station also depends on

the control information from the nodes in the network. The control station constructs precise view

of the whole network by integrating each piece of network state information. That is, the problem

of the dependence is that the control information from possibly unreliable nodes in environments

where reliable communication is not guaranteed plays a critical role in generating control at the

control station. In Section 3.3.3, failure-indication packets, which notify the correct state of the

network to the command node, did not reach the control station, resulting in catastrophic failure of

cluster’s data-collection capability. In Section 3.3.5, one node has perception that a neighboring

node is operating correctly, while another node considers the neighboring node is faulty, resulting

in transmission of failure-indication packets although no nodes have failed. In this way, infor-

mation which does not reflect correct state of the network brings vulnerability to the centralized

control.

Of course, in the node level, the self-organizing control is just like the centralized control,

meaning that individual nodes possibly have erroneous understanding about the state of the net-

work. However, the individual nodes affect just a surrounded environments or neighboring nodes,

because the nodes have only a partial view of the network, and do not transmit and receive explicit

control information. Due to such behaviors, the influence brought by individual node is much

smaller than the centralized control. Unfortunately, we have not clarified the influence of the erro-

neous information from individual nodes. So the next section, we verify our idea by deliberately

injecting incorrect information to the network.

4.2 Influence of incorrect information

What we would like to demonstrate clearly is that how much influence brought by information

from individuals, and possibly unreliable nodes affect the behavior of whole network. Influence

of the information which does not correctly reflect actual network state is still ambiguous. So

in this section, we deliberately inject the spurious information to definitely show the influence

of the information from individual nodes on the function of the network. At first, in centralized
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Figure 15: Results of injecting information of false-positive failure detection.
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Figure 16: State of the network when injecting information of false-positive failure detection.
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control, we considered two scenarios, 1) we inject information of false-positive failure detection,

which is the information that the node properly working is detected as failed, and 2) false-recovery

information, which is the information that the node which has failed is detected as recovered.

We deliberately inject incorrect information at t = 200 s that the node nearest to the coordinate

(25, 25) has failed. We cannot see the fluctuation or drop of data-collection rate due to the injection

from the result shown in Fig. 15. Actually, from Fig. 16 where the data-collection rate of each node

can be seen, the node which is wrongly detected as failed cannot send its packet to the sink, because

the control station did not consider the failed node to join data collection. However, routing

information is supplied to the other sensor nodes correctly, thus the influence of the erroneous

information is limited.

Next, we tested the scenario where node recovery information is injected which is actually

wrong. We at first made the node nearest to the coordinate (25, 25) fail at t = 160 s, followed

by the injection of information that the node has recovered at t = 200 s. Figure 17 shows the

results of five trials, and the behavior of data-collection rate are different among them, i.e., are

different according to the node deployment. A blue line and a red line clearly fall just after the

injection of erroneous information at t = 200 s. Given this factor, focusing on the trial of the

red line, we visualized the data-collection rate of the individual nodes from the time when node

fails (t = 160 s) until the injection (t = 200 s), and from the injection (t = 200 s) to the end

of simulation (t = 1000 s), respectively in Fig. 18. As shown in Fig. 18(a), the influence of the

node failure can be limited. However, after the injection, data collection in most part of a cluster

becomes impossible.

Self-organizing control does not have the explicit failure indication, or failure recovery indi-

cation. So we could not compare directly with the centralized control in terms of the influence of

erroneous information. Instead, we used the indication of the sink failure, which is a message of

explicitly indicating sink failure to the neighboring nodes by using a hello message. We made a

sensor node nearest to the coordinate (25, 25) transmit the sink-failure indication. This indication

is spread over a cluster through forwarding by nodes which receive the indication.

A spurious sink-failure indication is injected to the network at t = 200 s, but we cannot see

clear difference of data-collection rate before and after the injection of false sink-failure indication

in Fig. 19, where data-collection rates of five trials are depicted. In our self-organizing control,

sensor nodes invalidate their membership to its cluster as described in Section 2.1, and negative
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Figure 19: Influence of erroneous sink failure indication.

influence was expected due to the dynamic change of cluster membership. However, contrary

to our expectation, their cluster memberships are returned to that before the injection. In other

word, correct information from other nodes adjusts the situation caused by erroneous information

naturally, and this fact contributes to the robustness of self-organizing control.

4.3 Localization of incorrect information

Individual nodes in the centralized control depend on control information from a control station,

and the control station also depends on control information from the individuals. As a result,

information from a node can bring considerable influence on the control for a whole network. In

the self-organizing control, we cannot be denied that individual nodes have dependence on control

information from neighboring nodes. If so, we guess that the information in self-organizing control

is also propagates to the entire network by iterating communication among neighboring nodes.

That is, is control information in self-organizing control localized? or propagated throughout the

network?

Some research on information diffusion has been already studied so far [31-33]. However,

these research determine whether information is propagated or not only by binary metric, which
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is whether the information reach a node or not, or assume that propagation stops when the node

forwarding the information communicates with the node already having the information. So they

are not suitable for our aim. Thus, we modeled the extremely simple information diffusion as the

followings.

(1) Each node has information value which scales running from 0 to 1.

(2) Nodes are arranged regularly on all cells on 2-dimensional lattice.

(3) Nodes can communicate only with its eight nearest neighbors.

(4) Information value at next time step depends on the current information value of neighbors.

(5) Nodes continue communication forever.

First through fourth assumptions above reflects that nodes in self-organizing control only affects

its surrounding environments without explicit control messages. Fifth assumption considers nodes

keep communicating with their neighbors to recognize up-to-date (possibly partial) network state.

Under these assumptions, we make judgment whether the information is localized or not ob-

serving information value of individual nodes. In our information-diffusion model, node ni has a

square matrix F with size s (we call this matrix as a filter inspired by image processing), which

represents which node affects the information value of ni. We assume the size s is an odd number

because the filter is considered to have isotopic communication capability. Each element in a filter

F means that how much information value is diffused from a node to itself. For example, the

element at the center of the matrix
(

s−1
2 , s−1

2

)
represents that how much current information value

of itself is affect its information value at the next time step, and its right element
(

s−1
2 + 1, s−1

2

)
represents that how much information value is given from the right-handed node to itself in the

next time step.

We define It(xi, yi) as information value the node ni located at (xi, yi) has at time t. We also

define that the information value node ni has at next time t + 1 is calculated as:

It+1(xi, yi) = φ

∑ s−1
2

m=− s−1
2

∑ s−1
2

n=− s−1
2

It(xi + m, yi + n)in(xi + m, yi + n)F ( s−1+2m
2 , s−1+2n

2 )∑ s−1
2

m=− s−1
2

∑ s−1
2

n=− s−1
2

in(xi + m, yi + n)F ( s−1+2m
2 , s−1+2n

2 )
.

(10)
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where

in(x, y) =


1 if 0 ≤ x ≤ D and 0 ≤ y ≤ D

0 otherwise.
(11)

The term φ is an attenuation factor, representing the attenuation of information value over time.

In self-organizing control, each node determines its action by itself based on the information

from its neighboring nodes and from itself. Typically, information from one node and that from

other nodes can be considered to be treated equally. In consideration for that, we use a filter F

such that:

F =


1 . . . 1
...

. . .
...

1 . . . 1

 . (12)

With this filter, information value of a node is updated to the average information value of its eight

nearest neighbors and itself.

We observed the information diffusion of self-organizing control by using the above model.

From time step t = 0 to t = 10, 000, the node at (0, 0) transmits information, which value is

constantly one. Figs. 20 through 22 depict the influence of matrix size s on information diffusion

without attenuation of information value over time (φ = 1). The x-axis shows the time step, and

the y-axis shows the ratio of cells which have information value more than threshold given as a

parameter in this figure. As expected, the bigger the size of matrix, the faster the information

diffuses over the network.

With all the sizes in Figs. 20 through 22, the information transmitted from only one node

located at (0, 0) finally diffused over the network, that is, all the node finally have the information

value of one. So we introduced attenuation of information value over time. We set s = 3, which is

the minimum size for the matrix F , and φ is selected among {0.99, 0.999, 0.9999} as a parameter.

The term φ < 1 reflects the fact that old information becomes meaningless as time goes by. The

node located at (0, 0) continues transmitting information by 10000 time step, and it stops the

transmission. The results of information diffusion are shown in Figs. 23 and 24, where the x-axis

is the time steps, and the y-axis is the ratio of number of nodes which have more than threshold

value 0.1 and 0.5, respectively. We can see that the information diffusion stops, and localized.
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Figure 20: Influence of matrix size (s = 3)

Through this simple models described in this section, we saw the localization of information

is attributed to two points. First, the size of matrix, which means each node only has partial view

of the whole. Second, information attenuates over time. This is inherent nature of the information,

that is, old information is meaningless.

4.4 Discussion

Centralized controls are generally composed of a control station and its controlled object, i.e.,

nodes. The control station governs the behavior of them, and sends directions to them to achieve

the behavior. However, although the station must have a whole view of the network in order to

determine the behavior of the nodes, the station generally does not have such capability especially

in large-scale network. Thus the station depends on individual nodes for the collection of each

piece of state of the network, and the station integrates that information to draw a precise picture

of whole network. Generally, individual nodes cannot guarantee sufficient reliability to compre-

hend, memorize, and transmit such important information. Even so, they can contribute to normal

operation of the network in the static or not harsh environment, but in the variable environment,

they frequently send unreliable, incorrect, misguided control information to the control station.
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Figure 21: Influence of matrix size (s = 5)

In such cases, the control station may not be sure which received control information should be

taken into account to adapt the environment. The strong dependence of a control station on control

information from individual unreliable nodes is actually a big problem as well as the well-known

dependence of individual nodes on control information from the control station, for robustness.

Self-organizing control, on the other hand, inherently does not possess strong dependence like

centralized control. Control information from nodes in self-organizing control does not reflect all

the nodes’ states or information. Each node acts only based on its local environment and on in-

formation from its neighbors. So if a neighboring node generates incorrect information, resultant

influence is only localized as discussed in Section 4.3. Self-organizing control which based only

on nodes’ partial view actually sacrifice, for example, efficiency of data collection, immediate

recovery from some failures due to the lack of entire view and of explicit control information.

However, by being satisfied with good enough performance, and by discarding aim for optimality,

self-organizing control can lessen the strength of dependence on control information. In harsh en-

vironments where ambiguity can stems from the inconsistent control information from individual

nodes, reliable communication cannot be expected, and composed of unreliable nodes, the net-

work should focus on generating preferable behavior as a whole while eliminating dependence on
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Figure 22: Influence of matrix size (s = 9)

control information from the nodes in the network. This is done just by self-organizing control.

We note that it is obvious to enhance robustness of centralized control, as you are proba-

bly aware. For example, in our centralized control, optimal interval of transmitting command

packet and strong FEC functionality can help centralized control lessen the adverse effect of BER.

Multi-path routing or flooding improves the reliability for communication between sensor nodes

and sinks. But it is reported that such countermeasures to designed-for perturbations introduce

hypersensitivity to unanticipated perturbations [18, 34]. That is, such countermeasure does not

necessarily improve its intrinsic robustness, and easily invite another type of vulnerability, which

designers are difficult to recognize, as a cat-and-mouse game.
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Figure 23: Ratio of cells which has more than information value of 0.1
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5 Conclusion

In spite of its growing interest, there are a lot of things which are remained incompletely under-

stood regarding self-organization. In this thesis, we studied robustness of self-organizing control

against a wide range of perturbations with comparing to the centralized control, and we tried to

tackle some of the important problems. The first one is “is it true that self-organizing control

robust?” We quantitatively demonstrated its answer by using extensive scenarios. Although this

result is not surprising, self-organizing control has obvious benefit on robustness especially in the

system with highly changing environment, while reducing predictability of the system. “Why self-

organizing control is robust” and “what factors yield robustness to self-organizing control” are the

next problems we addressed. Based on the results obtained from the simulation experiments, we

draw the conclusions that dependency on control information in the system plays a critical role in

whether to provide good robustness or not. In the network composed of possibly unreliable nodes

and located in harsh environment, decreasing dependency on control information from the nodes

is critical to yield good robustness. Self-organizing control inherently has such property.

We compared only two control mechanisms and are aware that some readers will doubt the

generality of our conclusions. So we have to mention about that. Actually we cannot be denied

that our evaluation of robustness has protocol dependence. However, our explanation to the results,

vulnerability of centralized control and the good robustness of self-organizing control, are derived

from essence of each control. Centralized control has no other choice but strongly depending of the

control information, and self-organizing control inherently does not have such strong dependence.

The foundation of our generality is based on that.
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