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Abstract

With explosive growth of the Internet, the performance of data transmission in the

Internet depends highly on the transport-layer congestion control mechanisms. For end-to-

end transport-layer protocols, since the network is regarded as a black box, indications for

network congestion are necessary for effective congestion control. Though the traditional

TCP utilizes only packet loss events for the congestion indication, many TCP variants that

utilize the delay and bandwidth information of the network paths have been proposed to

accommodate recent high-speed, large-bandwidth, and wired-wireless integrated networks.

Since the measurement of delay and bandwidth of the network path generally includes the

noises and errors, we should deal with them appropriately to improve the performance of

such TCP variants.

In this thesis, we focus on the additional mechanisms to Internet congestion control

to diminish and intentionally utilize measurement noises and errors due to environmental

changes. First, we propose to control the degree of dependence on measured values of

congestion indicators. We then introduce the dynamic parameter setting mechanism to

control the sensitivity of protocol behavior to the measurement results of the congestion

indicators. Second, we consider adding self-induced oscillation to the data transmission

rate to absorb the ill-effect of the environmental changes. In general, it is difficult to

recognize the sudden changes of the network environment quickly, because we cannot

avoid the delay in the network measurement. Against this problem, we propose to add

some randomness in determining the increase/decrease slope of data transmission rate.

We confirm the effectiveness of the proposed mechanisms by applying them to TCP

Symbiosis, one of the bandwidth-based TCP modifications. Through the simulation exper-

iments, we show that the former approach can keep the link utilization to be close to 100 %
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regardless of the degree of measurement noises, and that the latter approach improves the

link utilization from 75 % to 99 % by absorbing the ill-effect of the environmental changes.
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1 Introduction

Today, the Internet environment has spread widely and it became certainly the most

valuable information platform with over 800 million people using it everyday. It is expected

that a billion people will be clicking away on the Internet by around 2010 [1]. With

explosive growth of the Internet, the performance of data transmission in the Internet

depends highly on the transport-layer congestion control mechanisms [2, 3]. For end-

to-end transport-layer protocols, since the network is regarded as a black box, effective

indications for detecting network congestion are necessary for the congestion control in

the Internet.

Regarding TCP [4], which is the standard transport layer protocol in the current

Internet, it usually utilizes the packet loss events for detecting network congestion [5-

10]. For example, in TCP Reno, a TCP sender continues increasing its window size

additively while no packet loss occurs, and decreases it multiplicatively when packet losses

are detected. This simple mechanism is called as loss-based approaches.

Recently, many approaches which utilize the delay information of the network paths for

the congestion indication have been proposed for recent high-speed, large-bandwidth, and

wired-wireless integrated networks [11-14]. The method in [11, 12], which are called delay-

based approaches, utilizes Round Trip Time (RTT) values for the congestion indication

to deal with the incipient network congestion. When the network congestion occurs, the

RTT values for a TCP connection increase due to the queuing delay at the bottleneck

link. Therefore, the delay-based approaches can detect the earlier stage of the network

congestion than loss-based approaches. The authors in [13, 14] proposed hybrid approaches

which combine loss-based and delay-based approaches; namely, they utilize both packet loss

events and RTT values for the congestion detection. They increase the congestion window

size by using delay-based mechanisms when the network is not congested. Additionally,

when they compete loss-based TCP connections, they switch their behavior to a loss-based

mechanism (identical to the traditional TCP) to achieve fair share with the competing

connections.

On the other hand, we have proposed TCP Symbiosis, which is one of the bandwidth-

based approaches that utilizes the bandwidth information for the congestion indication [15,

5



16]. TCP Symbiosis regulates the window size so that the transmission rate meets the

available bandwidth obtained from inline network measurement [17, 18], which estimates

the physical capacity and available bandwidth of the network path in an inline fashion by

using data and ACK packets transmitted by an active TCP connection.

Generally, the measurement of delay and bandwidth of the network path includes

the noises and errors since the measurement is executed in an end-to-end fashion. The

performance of above-mentioned protocols which depends highly on measurement of delay

and bandwidth, are sensitive to such measurement noises and errors, although they behave

ideally when the measurement results reflect the congestion level of the network path

accurately. TCP Symbiosis [15, 16] is the typical instance which has this characteristics.

Although TCP Symbiosis has the effectiveness in terms of average throughput, stability,

convergence time, fairness among connections, and scalability to the bandwidth-delay

product, the performance highly depends on the measurement results of the available

bandwidth of the network path. For example, when the measurement result is larger than

true value, the congestion window size becomes too large and it causes the buffer overflow

at the bottleneck link. On the other hand, when the measurement result is smaller than

true value, the congestion window size of TCP Symbiosis does not reach the enough value

to fully utilize the available bandwidth. That is, the performance of TCP Symbiosis

would degrade when the measurement results of the bandwidth information have noises

and errors. Therefore, we should deal with them appropriately to improve the performance

of such measurement-based TCP variants.

In this thesis, we focus on the additional mechanisms to Internet congestion control

to diminish and intentionally utilize measurement noises and errors due to environmental

changes. First, we propose to control the degree of dependence on measured values of

congestion indicators. The basic idea under this proposal is that the reliability of the con-

gestion indicators changes according to the accuracy of measurement. We then introduce

the dynamic parameter setting mechanism to control the sensitivity of protocol behavior

to the variance of the measurement results of the congestion indicators. We give mathe-

matical explanations on the effect of noises and errors on the congestion indicators, and

reveal how they affect the protocol performance. By applying the proposed mechanisms

to TCP Symbiosis and confirming its performance through ns-2 [19] simulation experi-
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ments, we present that it can keep the link utilization to be close to 100 % regardless of

the degree of the measurement noises. Second, we consider adding self-induced oscillation

to the data transmission rate to absorb the ill-effect of the environmental changes. In

general, it is difficult to recognize the sudden changes of the network environment quickly,

because we cannot avoid the delay in the network measurement. Against this problem,

we propose to add some randomness in determining the increase/decrease slope of data

transmission rate. Through simulation results, we confirm that the proposed method

is effective to avoid occurring the retransmission timeout when the available bandwidth

decreases suddenly due to some environmental changes.

The rest of this thesis is organized as follows. In Section 2, we introduce research back-

ground on measurement-based congestion control mechanisms, and explain the behavior

of TCP Symbiosis briefly. Then, we introduce two methods and demonstrate them by the

simulation results in Sections 3 and 4, respectively. We finally conclude this thesis with

future work in Section 5.
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2 Related work

2.1 Measurement-based congestion control mechanisms

The traditional TCP usually utilizes only packet loss events for detecting network con-

gestion. For example, a TCP Reno sender continues increasing its window size additively

while no packet loss occurs, and decreases it multiplicatively when packet losses are de-

tected. That is, it is reactive congestion control because it cannot recognize the congestion

without packet losses. Contrary to the reactive congestion control based on packet loss

detection, the proactive congestion control based on the delay and bandwidth is recently

investigated in many researches.

Delay-based approaches utilize RTT values for the congestion indication, based on

the implication that when the network congestion occurs, the RTT values for a TCP

connections increase due to the queuing delay at the bottleneck link. Therefore, the

delay-based approaches can detect the earlier stage of the network congestion than loss-

based approaches. TCP Vegas [11] mechanism is one of delay-based approaches and whose

mechanism is the basis for many following protocols. The main idea is to control the

congestion window size based on the estimated amount of buffered packets in the network.

When the amount is large, the TCP connection is sending too much extra data and it

will cause congestion. On the contrary, when the amount is small, a connection is sending

too little extra data and it cannot transmit data enough to fully utilize the available

bandwidth. According to these estimations of the network congestion level, TCP Vegas

regulates the congestion window size. Furthermore, there are some TCP variants which

employ similar delay-based mechanisms [12-14].

On the other hand, we have proposed TCP Symbiosis, which is one of the bandwidth-

based approaches that utilizes the bandwidth information for the congestion indication [15,

16]. Since the window size of a TCP connection indicates the maximum amount of packets

that TCP can transmit for one RTT, the window size for a TCP connection should be

equal to the product of the available bandwidth and the round-trip propagation delay

of the network path between the sender and receiver hosts. TCP measures RTT by

checking the departure times of data packets and the arrival times of the corresponding

ACK packets. In the next subsection, we explain TCP Symbiosis briefly and show some
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problems regarding the measurement noises and errors.

2.2 TCP Symbiosis

TCP Symbiosis utilizes the bandwidth information obtained from an inline measurement

technique [17, 18], and the window updating algorithm is borrowed from biophysics models;

the logistic growth and Lotka-Volterra competition models [20]. In this subsection, we

introduce the inline measurement technique and the window updating algorithm of TCP

Symbiosis. In addition, we present the performance characteristics and problems through

simulation and implementation experiments.

2.2.1 Inline bandwidth measurement

Inline bandwidth measurement is the technique to estimate the physical capacity and

available bandwidth of an end-to-end network path in an inline fashion, by using data

and ACK packets transmitted by an active TCP connection. Previously, numerous mea-

surement tools have been proposed in the literature [21-25]. However, we cannot directly

employ those methods in TCP mechanisms, primarily because these methods utilize a

lot of test probe packets. Moreover, these methods require too much time to obtain one

measurement result. On the other hand, we can avoid these problems by using inline

measurement technique. It can continuously measure bandwidth by using data and ACK

packets of a TCP connection under data transmission. Figure 1 depicts the mechanism

of inline network measurement. Since it performs the measurement without transmitting

additional probe packets over the network, the effect on other network traffic is negligible.

It can also quickly update according to the latest changes in bandwidths by frequently

performing measurements (one result per 3-4 RTTs) as long as TCP transmits data pack-

ets.

ImTCP [17, 18] is a TCP modification which execute the inline network measurement.

The algorithm of ImTCP is briefly summarized as follows.

(1) For searching the value of the available bandwidth, we introduced a search range

which is expected to include the current value of the available bandwidth. Because

the frequency of sending packets in high-rate reduces by introducing the search range,
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serious affects to other traffic can be avoided.

(2) We divided the search range into sub-ranges and send a packet stream for each sub-

range. The transmission rate of the streaming packets varies to cover the bandwidth

range of the sub-range.

(3) When the corresponding ACK packets arrive at the sender host, we check if an

increasing trend exists in the arrival intervals of the ACK packets compared with

the sending intervals of the data packets. The increasing trend of transmission delay

in a stream indicates that the transmission rate of the stream is larger than the

current available bandwidth of the network.

(4) We choose the sub-range which includes the current value of the available bandwidth

and estimates the value of available bandwidth. Physical capacity is also calculated

by using of the available bandwidth values [18].

(5) The search range is set to 95% of confidence interval of the measurement results and

ImTCP continues measurements till the TCP connection is terminated.

Because the search range is set by using the past measurement results, the available

bandwidth is sometimes not included in the search range when the value of available

bandwidth suddenly changes with the change of network condition. In such occasions,

ImTCP can find the new value of available bandwidth by a few measurements. See [17,

18] for more detail.

The authors have also proposed an implementation design of ImTCP [17], in which

the measurement program is located at the bottom of the TCP layer. The proposed

implementation design maintains the transmission and arrival intervals of TCP data and

ACK packets by introducing a FIFO buffer between TCP and IP layers. Note that the

measurement algorithm has limited effect on TCP’s congestion control algorithm [17],

meaning that the measurement algorithm can be applied to any TCP variants including

TCP Symbiosis.
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Bandwidth 
Information

Update the congestion window size
by using the bandwidth information 

obtained from inline network measurement

Figure 1: Inline network measurement

2.2.2 Bio-inspired window updating algorithm

TCP Symbiosis utilizes the information of physical capacity and available bandwidth ob-

tained from an inline measurement technique described above, and the window updating

algorithm is borrowed from biophysics models; the logistic growth and Lotka-Volterra

competition models [20]. In many biological systems, the actions of the entity (e.g., living

organism) are not determined based on the results of direct interactions among entities,

but rather on information obtained through the environment, which is a fundamental nec-

essary condition for the system to be robust. Furthermore, the species which have the

same characteristic (e.g., the carrying capacity of the environment, the intrinsic growth

and the ratio of the competition coefficient of other species) can keep fairness. Therefore,

we expect TCP Symbiosis can achieve stability, robustness and fairness.

The logistic equation is a formula that represents the evolution of the population of a

single species over time. Generally, the per capita birth rate of a species increases as the
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population of the species becomes larger. However, since there are various restrictions on

living environments, the environment has a carrying capacity (upper limit of population

size), which is usually determined by the available sustaining resources. The logistic

equation describes such changes in the population of a species as follows [20].

d

dt
N = ϵ

(
1 − N

K

)
N (1)

where t is time, N is the population of the species, K is the carrying capacity of the

environment, and ϵ is the intrinsic growth of the species (0 < ϵ).

The Lotka-Volterra competition model is a well known model for examining the pop-

ulation growth of two or more species that are engaged in inter-specific competition. In

the model, Equation (1) is extended to include the effects of both inter-specific compe-

tition and intra-specific competition. The basic two species Lotka-Volterra competition

model with both species N1 and N2 having logistic growth in the absence of the other is

comprised of the following equations [20].

d

dt
N1 = ϵ1

(
1 − N1 + γ12N2

K1

)
N1, (2)

d

dt
N2 = ϵ2

(
1 − N2 + γ21N1

K2

)
N2 (3)

where Ni, Ki, and ϵi are the population of the species, the carrying capacity of the

environment, and the intrinsic growth rate of the species i, respectively. γij is the ratio of

the competition coefficient of species i with respect of species j.

In this model, the population of species N1 and N2 does not always converge to a

value larger than 0, and in some cases one species becomes extinct, depending on the

values of γ12 and γ21. Commonly, the following equations are sufficient conditions for the

two species to survive in the environment [20]:

γ12 <
K1

K2
, γ21 <

K2

K1
. (4)

Assuming that the two species have the same characteristics, they have the same values:

K = K1 = K2, ϵ = ϵ1 = ϵ2, and γ = γ12 = γ21. Then, Equations (2) and (3) can be
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written as follows:

d

dt
N1 = ϵ

(
1 − N1 + γN2

K

)
N1, (5)

d

dt
N2 = ϵ

(
1 − N2 + γN1

K

)
N2. (6)

In addition, Equation (4) can be written as γ < 1. Furthermore, we can easily extend

Equations (5) and (6) for n species as follows:

d

dt
Ni = ϵ

(
1 −

Ni + γ
∑n

j=1,i̸=j Nj

K

)
Ni. (7)

Note that survival and convergence conditions are identical, i.e., γ < 1. Even when

two or more species exist, each independently utilizes Equation (7) to obtain Ni, and

the population of the species can converge to the value equally shared among competing

species. We consider that the changing population trends of species are ideal for controlling

the transmission speed of TCP. That is, by using Equation (7) for the congestion control

algorithm of TCP, rapid and stable link utilization can be realized, whereas each TCP

connection can behave independently as an autonomous distributed system.

To convert Equation (7) to a window increase/decrease algorithm, we consider Ni as

the transmission rate of TCP sender i and K as the physical capacity of the bottleneck

link. Furthermore, it is necessary for connection i to know the data transmission rates

of all other connections that share the same bottleneck link. This assumption is quite

unrealistic with respect to the current Internet. Therefore, we estimate the sum of the

data transmission rates of all of the other connections using the physical capacity and

available bandwidth as follows:

n∑
j=1,i̸=j

Nj = K − Ai

where Ai is the available bandwidth for connections i. Thus, Equation (7) becomes:

d

dt
Ni = ϵ

(
1 − Ni + γ(K − Ai)

K

)
Ni. (8)

The proposed mechanism requires modifications only with respect to sender-side TCP,

and no change in receiver-side TCP is required. A TCP sender controls its data transmis-

sion rate by changing its window size. To retain the essential characteristics of TCP and
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decrease the implementation overhead, we employ window-based congestion control in the

proposed TCP by converting Equation (8) into an algorithm of window size in TCP. The

window size of connection i, wi, is calculated from Ni, the transmission rate, using the

following equation:

wi = Niτi.

where τi is the minimum value of the RTTs of connection i, which is assumed to equal

the propagation delay without a queuing delay in the intermediate routers between sender

and receiver hosts. Then, Equation (8) can be rewritten as follows.

d

dt
wi = ϵ

(
1 − wi + γ(K − Ai)τi

Kτi

)
wi. (9)

Finally, we integrate Equation (9) as follows.

wi(t) =
wi(0)τifi(t) {K − γ(K − Ai)}

wi(0) (fi(t) − 1) + τi {K − γ(K − Ai)}
, (10)

and

fi(t) = e
ϵt

n

1−γ
“

1−Ai
K

”o

.

In Equation (10), when we set the initial value of the window size (wi(0)) and the current

time to 0 (t = 0), we can directly obtain window size wi(t) for any time t. We use the

above equation for the control algorithm of the window size of TCP connections.

Since Equation (10) requires the measurements of the physical capacity and available

bandwidth of an end-to-end network path, we use the same algorithm as TCP Reno for

window updating algorithm until the measurement results are obtained through ImTCP.

In case of detecting packet losses by receiving three duplicated ACKs, a window size is

halved in an identical way to TCP Reno. Similarly, when a timeout occurs, the sender

TCP discards all measurement results, the window size is reset to 1, and the slow-start

phase begins. With obtained bandwidth information of the network path, we can calculate

the window size from Equation (10) by regarding the arrival interval between the latest

two ACK packets as t.

TCP Symbiosis has two parameters, γ and ϵ. γ determines how the connection is

affected by other connections which share the same bottleneck link. It has to satisfy

(0 < γ < 1) so that the window size converges to positive value, regardless the physical
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Figure 2: Network environment for simulation experiments in Section 2
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Figure 3: Basic behavior of TCP Symbiosis

bandwidth of all connections. We have to consider of the trade-off between convergence

speed and the number of packets stored in the buffer of bottleneck link. ϵ determines the

convergence speed. The more ϵ increases, the faster the converge speed is. However, in

high-speed and long-delay networks, the large ϵ adversely affects the networks, because a

TCP Symbiosis connection transmits many packet in a burst fashion when the increment

of the window size is large when it receives ACK packets.

2.2.3 Performance characteristics and problems

We show the fundamental behavior of TCP Symbiosis by using the results of the simulation

and implementation experiments.

We first show the typical behavior of TCP Symbiosis by the results of the simple

15



Sender

Receiver

Background 
Traffic Generator

Background Traffic

TCP Traffic

dummynet link

Ethernet 
Switch

Figure 4: Network environment for implementation experiments

simulation. The simulation environment is shown in Figure 2, where bw = 200 Mbps,

BW = 100 Mbps, and τ = 50 msec. The bottleneck link bandwidth is 100 Mbps and

the minimum RTT is 120 msec. We run 2 TCP Symbiosis connections and the second

connection joins the network at 50 sec. Figure 3 illustrates the change in the congestion

window size of the two TCP Symbiosis connections. The first connection rapidly increases

at the beginning of the simulation and converges the congestion window size without packet

losses. The converged congestion window size is close to 1000 packets, which means that

the transmission rate is equal to 100 Mbps. That is, TCP Symbiosis connection can fully

utilize the available bandwidth quickly. When the second connection joins the network, the

first connection quickly recognizes the environmental changes and decreases the congestion

window size. As a result, both connections converge their congestion window sizes to the

same value. It means that the two connections fairly share the bottleneck bandwidth. In

addition, the congestion window size is stable while the environment is unchanged.

We next show the performance of TCP Symbiosis by implementation experiments.
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Figure 5: Basic behaviors of TCP Symbiosis and TCP Reno in different RTT

The network environment used in the experiments is depicted in Figure 4. The network

environment consists of a PC router in which Dummynet [26] is installed, two sender hosts

which are a TCP test-traffic generator and a UDP background traffic generator, and a

receiver host which receives packets from each sender hosts. The test traffic is generated

by using iperf [27]. The bottleneck link bandwidth and propagation delay of the network

environment between the sender and receiver hosts can change by Dummynet. In this

experiment, we set the bottleneck link bandwidth to 100 Mbps and the propagation delay

is set so that the minimum RTT is 30 msec or 150 msec. UDP background traffic generator

generates UDP traffic to the receiver so that the available bandwidth of the bottleneck link

is 70 Mbps from 0 to 40 sec, 30 Mbps from 40 to 80 sec, and 50 Mbps from 80 to 120 sec.

17



We establish a TCP Symbiosis connection between Sender and Receiver. In addition, we

conduct the same experiments using a TCP Reno connection for comparison purposes.

Figure 5 shows changes in the throughput of each TCP connections as a function of the

experiment time. When RTT is set to 30 msec, both protocols can effectively utilize the

available bandwidth for TCP connection, while TCP Reno oscillates the throughput due

to its well-known behavior [28]. On the other hand, when RTT is set to 150 msec, TCP

Reno cannot achieve enough throughput. This is because the increment rate of congestion

window size is too small for such a network with large bandwidth-delay-product. In

contrast, the throughput of TCP Symbiosis is almost as same as in a network with small

bandwidth-delay-product. From these results, we can conclude that TCP Symbiosis has

scalability to the bandwidth-delay-product. We next focus on the packet losses during

40-80 sec and the delayed increase in the congestion window size after 80 sec of the TCP

Symbiosis connection. These phenomena are caused by the low accuracy of measured

available bandwidth. Because the measurement frequency is low as the RTT increases,

the measurement accuracy of ImTCP degrades. As the result, the performance of TCP

Symbiosis also degrades.

From above results, we presented that TCP Symbiosis has the effectiveness in terms of

average throughput, convergence time, fairness among connections, stability, and scalabil-

ity to the bandwidth-delay-product. At the same time, we revealed that TCP Symbiosis

highly depends on the measurement results of available bandwidth. Refer to [15, 16] for

more performance evaluation results.
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3 Measurement noise-aware parameter settings

In the previous section, we have revealed that the measurement noises and errors of the

available bandwidth degrade the throughput of TCP Symbiosis. In this section, we give

the mathematical explanation of the effect of the measurement noises and propose the

dynamic parameter setting algorithm to alleviate the problem.

3.1 Ill-effect of measurement noises

In general, the measured value of the available bandwidth, which is denoted as A′(t)

where t is time, includes the measurement noises. On the other hand, we assume that

the physical capacity, K, remains unchanged and can be accurately measured, since the

measurement noises of the physical capacity is relatively small compared with that of the

available bandwidth. Equation (9) can be written as follows:

d

dt
w(t) = ϵ

(
1 − w(t) + γ(K − A′(t))τ

Kτ

)
w(t). (11)

The size of measurement noises is affected by that of measured bandwidth, because the

general measurement algorithms of available bandwidth are based on the intervals of send-

ing and receiving packets. Given that the noise ratio of (K − A′(t)) is n(t). Then,

K − A′(t) = (1 + n(t))(K − A(t)), (12)

where A(t) is the true value of the available bandwidth at time t. Hence Equation (11)

can be written as follows:

d

dt
w(t) = ϵ

(
1 − w(t) + (1 + n(t))γ(K − A(t))τ

Kτ

)
w(t).

Now, Equation (12) can be written as follows:

γ′(t) = (1 + n(t))γ, (13)

d

dt
w(t) = ϵ

(
1 − w(t) + γ′(t)(K − A(t))τ

Kτ

)
w(t). (14)

By comparing Equations (11) and (14), we can observe that the measurement noises in

the available bandwidth can be regarded as the noises in the control parameter γ.

As shown in Subsection 2.2.2, γ has to satisfy 0 < γ < 1 for the stable behavior in

Lotka-Volterra competition model. When γ > 1, some species become extinct, meaning

19



 0

 10

 20

 30

 40

 50

 0  100  200  300  400  500
 0

 100

 200

 300

 400

 500
B

an
dw

id
th

 [M
bp

s]

cw
nd

 [p
kt

s]

Time [sec]

Available Bandwidth
cwnd

(a) Available bandwidth and cwnd of connec-

tion 1

 0

 10

 20

 30

 40

 50

 0  100  200  300  400  500
 0

 100

 200

 300

 400

 500

B
an

dw
id

th
 [M

bp
s]

cw
nd

 [p
kt

s]

Time [sec]

Available Bandwidth
cwnd

(b) Available bandwidth and cwnd of connec-

tion 2

 0

 100

 200

 300

 400

 500

 600

 0  100  200  300  400  500

Q
ue

ue
in

g 
P

ac
ke

t [
pk

ts
]

Time [sec]

(c) Queue length of bottleneck link

 90

 95

 100

 105

 110

 0  100  200  300  400  500

Li
nk

 U
til

iz
at

io
n 

[%
]

Time [sec]

(d) Bottleneck link utilization

Figure 6: Simulation results with γ = 0.95

that some TCP connections suffer from very low throughput. Therefore, the noises in γ

degrade the performance of TCP Symbiosis because it sometimes makes γ be larger than

1. Setting γ to the safer side (far smaller than 1) enables to avoid the extinct situation.

However, because the converged window size, denoted as w∗, is w∗ = {γA + (1 − γ)K}τ

from Equation (9), the small value of γ would increase the queue length at the bottleneck

link at the converged situation. We exhibit the above properties by simulation results.

The simulation topology is the same as in Figure 3. The bottleneck link bandwidth is

50 Mbps and the minimum RTT is 120 msec. We ran 2 TCP Symbiosis flows at time 0.

We intentionally add white noises to the measurement results of the available bandwidth

to investigate the effect of the measurement noises. We start the simulation with the small
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Figure 7: Simulation results with γ = 0.5

noise, and double the noise size at every 100 sec. The results are summarized in Figure 6

for γ = 0.95 and Figure 7 for γ = 0.5, respectively. When γ is close to 1 (γ = 0.95), we

can observe that the congestion window sizes of the two connections become unstable with

larger fluctuations. This is because the larger noise in the available bandwidth makes γ′(t)

in Equation (14) to be larger than 1 frequently. This results in the unfairness between

the two connections, unstable queue length (Figure 6(c)), and lower utilization of the

bottleneck link bandwidth (Figure 6(d)). On the other hand, when γ is far smaller than

1 (γ = 0.5), the congestion window sizes of the two connections are stable regardless of

the noise ratio (Figures 7(a) and 7(b)), and the bottleneck link utilization remains 100%

(Figure 7(d)). However, as shown in Figure 7(c), the queue length of the bottleneck link
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is kept at larger value as compared with Figure 6(c) with γ=0.95. This large queue length

would increase the queueing delay at the bottleneck link buffer and the probability of

buffer overflow also increases with sudden change of the background traffic.

From the above results, we conclude that the constant value of γ can not perform well

in noise-prone environments.

3.2 Dynamic parameter setting

Against the above problem, we propose the dynamic setting algorithm of γ according

to the measurement results of the available bandwidth. We determine γ based on the

variance of the measured bandwidth values over time.

From Equation (13), we can dynamically determine γ as follows:

γ(t) =
γt

1 + lCv
, (15)

where γt is the target value for γ. Since n(t) in Equation (13) is the noise ratio of

(K−A′(t)), we replace n(t) with Cv, which is the coefficient of variation of the measurement

values of (K − A′(t)). In addition, we introduce the parameter l to control the degree of

noise awareness.

We obtain the deviation of the measurement results of the available bandwidth as RTO

calculation in TCP [2]:

Err = x − µ,

µ ← µ + gErr,

σ ← σ + h(|Err| − σ),

where x, µ and σ are the latest measured value, the moving average value and the average

deviation. g and h are the weighting factor. Then we can calculate Cv = σ/µ.

3.3 Performance evaluation

In Figure 8, we show the simulation results with the same simulation setting as in Figures 6

and 7. We set g = 0.125, h = 0.25 and l = 4 by reference to [2]. We also set γt =

0.95 because the performance of TCP Symbiosis with γ = 0.95 is reasonable when the
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Figure 8: Simulation results with proposed method
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measurement results are accurate. Figure 8(e) exhibits the changes in γ(t) for the two

connections in the proposed mechanism. From the figure, γ(t) is varied with the variance

of the measurement results of the available bandwidth. The change means that the degree

of dependence on available bandwidth is varied based on the noises in the measurement

results of the available bandwidth. As a result, we can see from Figure 8 that the congestion

window sizes of the two connections remain stable regardless of the degree of the noise ratio

(Figures 8(a) and 8(b)), and the utilization of the bottleneck link bandwidth keeps 100%

(Figure 8(d)). In addition, the queue length of the bottleneck link is regulated as short as

possible with keeping high link utilization and smaller than in Figure 7(c) especially when

the degree of the noise ratio is small.
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4 Self-induced oscillation for absorbing environmental changes

TCP Symbiosis highly depends on the measurement results of available bandwidth of a

network path. In Section 3, we discussed the dynamic parameter setting according to the

degree of the measurement noises, while the true value of the available bandwidth remains

unchanged. In this section, we focus on the behavior of TCP Symbiosis when the true

value of the available bandwidth suddenly changes due to some environmental changes.

4.1 Ill-effects of environmental changes

Generally, the end-to-end available bandwidth is measured by repeating the exchange of

probe packets between endhosts. For example, in ImTCP, the sender TCP transmits TCP

data packets with pre-defined transmission intervals, and calculates the available band-

width from arrival intervals of the corresponding ACK packets. As a result, ImTCP gives

estimation results every 3-4 RTTs. This means that when the true value of the available

bandwidth changes, it takes several RTTs for the sender-side TCP to recognize the change.

Furthermore, TCP symbiosis requires additional RTTs to converge its congestion window

size according to the new value of the available bandwidth. These delayed behaviors of

TCP Symbiosis affect the performance against the environmental changes.

We show an example of the performance degradation by simulation experiments. The

simulation environment is shown in Figure 9, where bw = 200 Mbps, BW = 100 Mbps,

and τ = 50 msec. The bottleneck link bandwidth is 100 Mbps and the minimum RTT

is 120 msec. Note that the buffer size of the bottleneck link is set to 1000 packets,

the background traffic is composed by an UDP flow, and there is one TCP Symbiosis

connection. The bandwidth of UDP traffic is 10 Mbps per flow and Nudp is set to 2

in 0-20 sec, 8 in 20-40 sec, and 2 in 40-60 sec so that the available bandwidth changes

as 80 Mbps in 0-20 sec, 20 Mbps in 20-40 sec, and 80 Mbps in 40-60 sec. Figure 10

shows the change in the congestion window size. When the available bandwidth suddenly

decreases at 20 sec, TCP’s retransmission timeout occurs and the congestion window size

is reset to one packet, which significantly degrades the throughput. This is caused by the

packet losses at the buffer of the bottleneck link. On the other hand, when the available

bandwidth suddenly increases at 40 sec, TCP Symbiosis requires some delay to fill-up the
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UDP Traffic

Figure 9: Network environment for simulation experiments in Section 4

increased bandwidth.

This delayed behavior of TCP Symbiosis is caused since it relies on the measurement

results of the available bandwidth. When the network environment is stable, this mech-

anism gives good results in terms of stable and high throughput. However, when facing

environmental changes, it degrades the performance due to its delayed behavior.

We also show another kind of ill-effect on fairness among connections when the number

of concurrent connections increases. The simulation environment is shown in Figure 2,

where bw = 200 Mbps, BW = 100 Mbps, and τ = 50 msec. The bottleneck link bandwidth

is 100 Mbps and the minimum RTT is 120 msec. We run 10 TCP Symbiosis connections

and the number of concurrent connections increases from one to ten every 200 sec and

it decreases from ten to one every 200 sec. Figure 11 illustrates the changes in the con-

gestion window size and the minimum RTT τ of each connection. From Figure 11(a),

the connections do not fairly share the bandwidth after the fourth connection joined the

network, although the existing three connections remain fair. This phenomena are caused

by the difference of τ among connections, as shown in Figure 11(b). Note that TCP

Symbiosis utilizes the minimum RTT value for its control of the congestion window size

(Equation (10)). Because the TCP Symbiosis connections can fully utilize the available

bandwidth with small number of concurrent connections, the queue length remains almost
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Figure 10: Change in the congestion window size without self-induced oscillation

unchanged. Then the additional connection joins the network, the connection can not ob-

tain the correct value of the minimum RTT value. This leads the wrong convergence of

the congestion window size.

4.2 Self-induced oscillation

To solve the above problems, we propose to add self-induced oscillation to the congestion

window size. This means that the congestion window size remains fluctuating even when

the available bandwidth remains unchanged. Note that the average throughput does not

change since the oscillation is equally injected in both of increase and decrease directions.

By this mechanism, we expect that the ill-effect can be absorbed probabilistically.

In [29], the authors define the two-species Lotka-Volterra model in the presence of

noises as follows:

dx

dt
= µ1x(α1 − x − β1(t)y) + xξx(t),

dy

dt
= µ2y(α2 − y − β2(t)x) + yξy(t), (16)

where x and y are the population of the species, α1 and α2 are the intrinsic growth

rate, β1(t) and β2(t) are the coefficient of intra-specific competition. ξx(t) and ξy(t)

denotes Gaussian white noise. These equations represent the change in the population of
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Figure 11: Ill-effect on fairness among connections
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two species with the presence of the noises and some other deterministic periodical drive

force present in the ecosystems such as the temperature. We refer to these equations for

adding self-induced oscillation to TCP Symbiosis mechanisms, by converting the noises in

Equation (16) into the self-induced oscillation. We then obtain the following equation to

control the congestion window size as follows:

d

dt
w(t) = ϵ

(
1 − w(t) + γ(K − A(t))τ

Kτ

)
w(t) + mw(t)ξ(t), (17)

where ξ(t) denotes Gaussian white noise and m is a parameter to determine the degree

of the self-induced oscillation. We use normal random number as white noise and set

ξ(t) = N(0, 1).

Since TCP Symbiosis calculates the congestion window size every time it receives ACK

packets, we can see that w(t) is unchanged during the interval between the latest two ACK

packets. Then, we can regard w(t) in w(t)ξ(t) as constant. So, we have only to think the

integral of ξ(t) to derive the window updating mechanism based on Equation (17).

According to [30, 31], the integral of white noise is equivalent to Brownian noise.

Therefore, we can regard the integral of ξ(t) as B(t) which satisfies below conditions.

(1) B(0) = 0.

(2) B(t) is a real random function with independent Gaussian increments such that

B(t + h) − B(t) has mean zero and variance of |h|, and such that B(t2) − B(t1) is

independent of B(t4) − B(t3) if the intervals (t1, t2) and (t3, t4) do not overlap.

Therefore, TCP Symbiosis calculates the congestion window size according to the

following equation by instead of the Equation (10).

w(t) =
w(t)τf(t) {K − γ(K − A(t))}

w(t) (f(t) − 1) + τ {K − γ(K − A(t))}
+ mw(t)B(t), (18)

where B(0) = 0, B(tn) = B(tn−1) + rn at tn ≥ tn−1, and rn is random number which has

normal distribution, N(0, 1).

4.3 Performance evaluation

We first show the fundamental behavior of TCP Symbiosis with self-induced oscillation

by generating fixed background traffic. The simulation environment is the same as in
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Figure 12: Effect of the degree of self-induced oscillation
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Figure 13: Link utilization and throughput of TCP Symbiosis with self-induced oscillation

Subsection 4.1, except that Nudp is fixed to 4 and the available bandwidth of TCP Sym-

biosis connection is 60 Mbps at all time. Figure 12 plots the change in congestion window

size and Figure 13 plots the link utilization and throughput at m = 0, 0.05, 0.1, 0.3, 0.5,

respectively. The result labeled by m = 0 corresponds to TCP Symbiosis without self-

induced oscillation as compared Figure 12(a) and Figures 12(b)-12(e), the average of the

congestion window size with self-induced oscillation is close to that without the oscillation.

However, from Figure 13, the link utilization and throughput are lower as the oscillation

is larger. This is because the period in which the congestion window size is lower than

the size without self-induced oscillation is long as the degree of the oscillation increases.
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Figure 14: Change in the congestion window size with self-induced oscillation

In addition, when m=0.5, the oscillation is so large that packet losses occur. This means

that adding oversized oscillation to congestion window size degrades the link utilization

and throughput. Then, m < 0.5 is reasonable for this environment.

Figure 14 shows the simulation results of the proposed method with m = 0.3 with the

same simulation settings as in Figure 10. We can observe that the congestion window

size continues fluctuating even when the available bandwidth remains stable. Note that

at 20 sec, the proposed method experiences no packet loss and retransmission timeout.

After the sudden increase of the available bandwidth at 40 sec, the congestion window size

increases in shorter time than in Figure 10.

We show the effect of self-oscillation on the probability of occurring retransmission

timeout. Figure 15 plots the probability of occurring retransmission timeout when avail-

able bandwidth suddenly decreases, as a function of m. In the graph, we show the results

of the four cases of the decrease degree of the available bandwidth. We can observe from

Figure 15(a) that by adding the oscillation to the congestion window size, we can avoid

the retransmission timeout with significant probability, regardless of the degree of the

bandwidth decrease. In Figure 15(b), for comparison purposes, we plots the link utiliza-

tion with m = 0 when retransmission timeout occurs. From this figure, the avoidance of

retransmission timeout largely improves the link utilization, and the improvement degree
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Figure 15: Probability of occurring retransmission timeout and link utilization

33



 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 200  220  240  260  280  300

P
ro

ba
bi

lit
y 

of
 O

cc
ur

rin
g 

R
et

ra
ns

m
is

si
on

 T
im

eo
ut

Ratio of Buffer Size to B.D.P. [%]

m=0
m=0.1
m=0.2
m=0.3

(a) 80 Mbps→20 Mbps

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 100  120  140  160  180  200

P
ro

ba
bi

lit
y 

of
 O

cc
ur

rin
g 

R
et

ra
ns

m
is

si
on

 T
im

eo
ut

Ratio of Buffer Size to B.D.P. [%]

m=0
m=0.1
m=0.2
m=0.3

(b) 80 Mbps→30 Mbps

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 60  80  100  120  140  160

P
ro

ba
bi

lit
y 

of
 O

cc
ur

rin
g 

R
et

ra
ns

m
is

si
on

 T
im

eo
ut

Ratio of Buffer Size to B.D.P. [%]

m=0
m=0.1
m=0.2
m=0.3

(c) 80 Mbps→40 Mbps

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 20  40  60  80  100  120

P
ro

ba
bi

lit
y 

of
 O

cc
ur

rin
g 

R
et

ra
ns

m
is

si
on

 T
im

eo
ut

Ratio of Buffer Size to B.D.P. [%]

m=0
m=0.1
m=0.2
m=0.3

(d) 80 Mbps→50 Mbps

Figure 16: Effect of bottleneck link buffer size
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becomes higher as the oscillation range becomes smaller. Figure 15(c) plots the average

link utilization of both cases for all simulation experiments. The average link utilization

becomes higher as the oscillation becomes larger, because it becomes more frequent to

avoid the retransmission timeout. We also investigate of the effect of buffer size at the

bottleneck link on probability of occurring retransmission timeout. Figure 16 shows the

relationship between the buffer size (represented the ratio to the bandwidth-delay prod-

uct of the network path) and the probability. The probability of occurring retransmission

timeout decreases as the buffer size increase, regardless the degree of the oscillation. When

the buffer size is small, large oscillation is more effective in decreasing the probability. On

the other hand, the trend is reversed when the buffer size is too large. The reverse of the

trend happens at the point where the probability in m = 0 changes. That is, when the

buffer size is so large that the retransmission timeout does not occur, adding the oscillation

works negatively. In the environment which has large bandwidth-delay-product but small

buffer size, self-induced oscillation is effective to avoid the retransmission timeout.

We finally show the effect of self-oscillation on unfairness among competing connections

shown in Figure 11. By adding the self-induced oscillation, we expect that the queue

length continues fluctuating and all connections would obtain the correct value of the

minimum RTT. Figure 17 indicates the results with self-induced oscillation through the

same experiments as shown in Figure 11. From Figure 17(b), each of new connections

can obtain the correct value of the minimum RTT at the beginning of the connection. As

the result, the congestion window sizes for all connections keep fairness regardless of the

number of connections, as shown in Figure 17(a).
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Figure 17: Improvement in fairness among connections with self-induced oscillation
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5 Conclusion

In this thesis, we focused on the noises and errors of measurement in network conges-

tion indication for TCP and proposed two methods which dealt with them appropriately.

We demonstrated the effectiveness by applying them to one of TCP congestion control

mechanisms, TCP Symbiosis, which utilizes the bandwidth information as congestion in-

dication. Through the simulation experiments, we confirmed that the proposed methods

can utilize the measurement noises and errors effectively and it can avoid the performance

degradation based on environmental changes.

First, we proposed to control the degree of dependence on measured value of conges-

tion indicators based on the degree of the measurement noises. By dynamic setting the

dependence degree on the measurement noises, we demonstrated that the link utilization

can be kept high, while the queue length remains small.

Second, we proposed adding self-induced oscillation to the data transmission rate to

absorb the ill-effect of the environmental changes. We demonstrated that the proposed

method can reduce the frequency of retransmission timeout with sudden environmental

changes while the fundamental performance is almost unchanged. In addition, we revealed

that the proposed method is effective especially in the network environment which has large

bandwidth-delay-product but small buffer size.

For future work, we plan to evaluate the proposed methods by applying them to

other congestion control mechanisms. Implementation experiments in the actual Internet

environment are another interesting issue.
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