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Preface

The volume of Internet traffic has been increasing rapidly due to the growth of the population of

Internet users, the popularization of high-speed access networks like Fiber To The Home, and the

emergence of various application layer technologies such as peer-to-peer networks, voice over IP,

video on demand, and grid computing. Wavelength Division Multiplexing (WDM) is the technology

that carries multiple optical signals on a single fiber, and thus it is expected as a way to accommodate

increasing Internet traffic. Although the WDM technology resolves the shortage of the fiber capac-

ity, nodes connected to WDM capable fibers will still become bottlenecks because those nodes must

convert received signals between the optical and the electronic format and process the signals at the

speed of light. Therefore, WDM based networks are extended to wavelength-routed networks by

installing optical cross connects, which switches optical signals within the optical domain. In such

wavelength-routed networks, nodes are connected with dedicated virtual circuits called lightpaths.

By configuring lightpaths, a virtual network topology (VNT) is constructed on a wavelength-routed

network.

To fully utilize the large capacity offered by wavelength-routed networks, it is important to

develop approaches to traffic engineering. Without traffic engineering, several links will be heav-

ily congested while others will be underutilized. The main objective of traffic engineering in

wavelength-routed networks, which we call layered traffic engineering, is to realize effective trans-

portation of traffic over optical networks and efficient utilization of resources in optical networks.

This objective can be achieved by appropriately designing a VNT, according to characteristics of

the upper layer’s traffic with considering the efficient utilization of resources in optical networks.

It is an essential objective of layered traffic engineering to accommodate traffic effectively on

wavelength-routed networks. In this thesis, first, we focus on IP traffic, which is the majority of

Internet traffic. To accommodate IP traffic effectively, layered traffic engineering needs to configure
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a VNT on the basis of statistics of IP traffic, e.g., traffic demand matrices. However, lightpaths pro-

vided by wavelength-routed networks may not be fully utilized by IP networks even if layered traffic

engineering constructs VNTs according to statistics of IP traffic. This is because the IP network and

the wavelength-routed network have their own routing mechanism. Routes for forwarding IP traffic

is decided by the IP routing mechanism, and thus the IP network does not always utilize lightpaths

established in the wavelength-routed network. This results in the inefficient utilization of resources

in the wavelength-routed networks. Hence, we propose an integrated routing mechanism for IP and

wavelength-routed networks. The key idea is to first prepare a set of virtual-links representing the

lightpaths that can be established by the WDM network, then calculate the minimum cost route

on an IP network including those links. Through simulations, we show that in the case that traffic

patterns do not change, the throughput of our method is almost the same as that of a VNT optimally

designed for a given traffic demand. In the case that traffic patterns change, the throughput of our

method is about 50% higher than that of the VNTs generated by existing heuristic approaches.

However, for achieving effective wavelength-routed networks, it is insufficient only to accom-

modate IP traffic effectively. Recently, a variety of emerging application layer technologies ap-

pears, and thus various traffic as well as legacy IP traffic, such as web and e-mail, flows on Internet.

Among those new applications, overlay networks have received much attention as a way to achieve

new functionality and enhance network performance over existing network infrastructures. One of

the key technologies in overlay networks lies in overlay routing. The fundamental idea of overlay

routing is to construct a logical network above the IP network and to allow routing to be controlled

on that logical topology. Although overlay routing can enhance performance and resilience, it has

ill effects on layered traffic engineering as discussed in many papers. Since layered traffic engi-

neering and overlay routing make their routing decision independently on the basis of different

routing objectives, interactions between layered traffic engineering and overlay routing occur. The

interactions result in degradations of the performance and significant instability of layered traffic

engineering. Therefore, we propose hysteresis based layered traffic engineering approaches to en-

hance the stability of layered traffic engineering. Our approaches enhance the stability by reducing

reconfigurations of VNTs that make only small improvements in the performance of layered traffic

engineering. Through simulations, we show that our methods improve the stability of layered traffic

engineering and decrease the average maximum link utilization by about 25% compared to existing

layered traffic engineering approaches.
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The interaction between layered traffic engineering and overlay routing brings out not only dif-

ficulties in the effective accommodation of traffic on wavelength-routed networks but also the large

fluctuations in the network environments such as traffic demand and link load. Hence, adaptability

against changes in environments becomes a more important issue to achieve effective wavelength-

routed networks. To realize a layered traffic engineering that is adaptive to various changes in en-

vironments, we focus on attractor selection, which models behaviors where living organisms adapt

to unknown changes in their surrounding environments and recover their conditions. An attractor

selection model uses stochastic behavior for adapting to changes in environments. Therefore, they

do not guarantee optimal performance but do have capabilities for adapting to unexpected changes

in environments. By appropriately incorporating the essential idea of the attractor selection model,

we achieve adaptability of VNT control with achieving at least the same level of the efficiency as

the existing heuristic approaches. Through simulations, we show that our method adapts to at most

twice larger changes in traffic demand than existing heuristic approaches. We also show that our

method can adapt to environmental changes caused by link failures in addition to changes in traffic

demand.

In this thesis, we achieve above-mentioned issues, effectiveness in traffic transportation and

adaptability against changes in environments, and realize effective and adaptive wavelength-routed

networks.
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Chapter 1

Introduction

1.1 Background

The volume of Internet traffic has been increasing rapidly due to the growth of the population of

Internet users, the popularization of high-speed access networks like Fiber To The Home (FTTH),

and the emergence of various applications and services, such as peer-to-peer (P2P) networks, voice

over IP, video on demand, and grid computing [1–3]. The capacity of Internet is being exhausted,

and therefore, backbone networks have to enhance their capacity to accommodate the increasing

Internet traffic. Wavelength division multiplexing (WDM) technology, which carries multiple op-

tical signals on a single fiber as shown in Figure 1.1, is expected to accommodate the bulk of traffic

over the current and future Internet [4–6].

To transport Internet traffic, which is mainly processed in an electronic format, over an optical

network, electronic signals have to be converted to optical signals. Transmitters of optical signals

convert electronic data streams into the optical format and send them on fibers while receivers

convert optical signal into the electronic format and pass them to electronic routers or switches. In

the case that traffic is transmitted along multi-hop paths, optical-electronic (O-E) and electronic-

optical (E-O) conversions are required at every intermediate node, and therefore, the high-speed

links provided by the optical transmission technology cannot be fully utilized. To reduce O-E

and E-O conversions at intermediate nodes and prevent those nodes from being bottlenecks, optical

cross connects (OXCs) are installed to each node. An OXC is an optical device that switches optical

signals without any O-E/E-O conversions. This capability of switching optical signals within the
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1.1 Background

Optical fiber

Wavelength0

0

Figure 1.1: Wavelength division multiplexing technology

optical domain is called wavelength-routing and optical networks that consist of optical fibers and

OXCs are called wavelength-routed networks [4–6]. We illustrate an example of a wavelength-

routing capable node in Figure 1.2. At the optical de-multiplexer, multiplexed optical signals from

input fibers are de-multiplexed into two wavelengths, λ0 and λ1. All the input signals are passed

into the OXC and the OXC redirects those optical signals. The optical signal λ0 from the input

fiber 0 is passed to the electronic router via the optical receiver. The other signals are redirected

without any O-E/E-O conversions. Those signals are again multiplexed into one signal at the optical

multiplexer and transmitted on the output fibers. By reducing O-E/E-O conversions, wavelength-

routed networks provide efficient transportation of traffic over optical networks.

In such wavelength-routed networks, a set of optical transport channels, which are called light-

paths, are established between nodes via OXCs. Since there is no electric processing of traffic at

intermediate nodes that lightpaths pass through, two edge nodes of a lightpath seem to be directly

connected from the upper layer’s view. Therefore, by establishing lightpaths in a wavelength-routed

network, a set of those lightpaths forms a logical topology on top of the physical topology, which

consists of optical fibers and OXCs [7–9]. We call this logical topology as virtual network topology

(VNT) in this thesis. The upper layer uses a VNT as its network infrastructure and transports its

traffic on the VNT. Figure 1.3 illustrates a wavelength-routed network that consists of five OXCs

and four optical fibers. Each OXC is connected with an electronic router Ri (1 ≤ i ≤ 5). The arrows
in the figure are lightpaths of wavelengths of λ1 and λ2. The lightpaths of λ1 are single hop while

the lightpaths of λ1 pass a few hops. In this situation, the electronic routers’ layer is expressed as

in Figure 1.4. Node pairs that are not adjacent in the physical topology, (R1, R3) and (R4, R5), have

direct connections whose entities are lightpaths of λ2.

In order to fully utilize the capacity provided by optical networks, it is an important issue

to develop approaches to traffic engineering. Without traffic engineering, several links will be
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Figure 1.2: An architecture of a wavelength-routing capable node

heavily congested while others will be underutilized. The main objective of traffic engineering in

wavelength-routed networks is to realize effective transportation of traffic over optical networks

and efficient utilization of resources in optical networks. This objective can be achieved by appro-

priately deciding where to establish lightpaths, i.e., designing a proper VNT, according to charac-

teristics of the upper layer’s traffic with considering the efficient utilization of resources in optical

networks [7–9]. Since traffic engineering in wavelength-routed optical networks has to consider

characteristics of both optical and upper layers, we refer to traffic engineering in wavelength-routed

optical networks as layered traffic engineering in this thesis. The following section describes the

issues to be solved for achieving useful layered traffic engineering in wavelength-routed optical

networks.
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Figure 1.3: Wavelength-routed network (physical topology)

1.2 Issues for Layered Traffic Engineering inWavelength-Routed Op-

tical Networks

With the growth of Internet, layered traffic engineering in wavelength-routed optical networks has

been faced to a lot of issues. In this section, we show the issues to be solved for realizing useful

layered traffic engineering in wavelength-routed optical networks. First, we focus on effectiveness

in transporting IP traffic, which is the majority of Internet traffic, on wavelength-routed networks.

However, recently, various application layer services emerge and they cause difficulties in effective

accommodation of traffic on wavelength-routed networks. Thus, we need to tackle their harmful

behavior to layered traffic engineering. Furthermore, those applications bring out not only the

difficulties in transporting traffic but also large fluctuations in network environments. Hence, we

discuss the other important issue, adaptability to changes in environments, to be addressed for

realizing a feasible wavelength-routed optical network as the current and future Internet backbone

networks.
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1.2.1 Effectiveness in IP Traffic Transportation

It is an essential objective for traffic engineering to accommodate traffic effectively. In layered

traffic engineering, it is necessary to construct appropriate VNTs in consideration of characteristics

of both upper layer’s traffic and a WDM transmission technology. Since the majority of Internet

traffic is IP, much research has been devoted to methods of carrying IP traffic on wavelength-routed

networks (we call such networks IP over wavelength-routed networks hereafter) [10–21]. To ac-

commodate IP traffic effectively on wavelength-routed networks, layered traffic engineering needs

to configure a VNT based on statistics of IP traffic, e.g., traffic demand matrices. Given the traffic

demand, an optimal VNT can be obtained by solving a mixed integer linear programming (MILP).

Some heuristic design methods can also configure nearly optimal topologies [8, 9].

To configure VNTs according to statistics of IP traffic, a method is needed to obtain current

network information such as link utilization. There are three different inter-networking models

for IP over wavelength-routed networks; peer, augmented, and overlay models [13]. One of the

most important differences between these models is the type of information shared between the IP

network and the wavelength-routed network. In the peer model, the network topology and all other

information. That is, both layers share routing information and link state, and a unified routing

mechanism controls the whole network, i.e., both IP and wavelength-routed networks. In contrast
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with the peer model, in the overlay model, no network information is shared between the IP and

wavelength-routed networks. The wavelength-routed network and IP network each have their own

control planes, that is, the routing protocols, topology information, and signaling protocols in the

IP network are independent of those in the wavelength-routed network. The augmented model

is a hybrid of the peer and overlay models. Some agreed-upon information such as reachability

is shared between the two networks, but the two networks are managed independently as in the

overlay model.

The peer model excels at efficient route control, since all network information is available.

However, collecting this information requires the advertisement of the information of both the IP

and optical layers. This solution leads to an excessive update overhead, and therefore lacks scala-

bility. In contrast, only the information of each layer needs to be advertised in the overlay model.

This model thus scales well compared to the peer model, but has difficulty in routing traffic effi-

ciently since available information on the network status is limited. Moreover, in the overlay model,

lightpaths provided by wavelength-routed networks may not be fully utilized by IP networks even

if layered traffic engineering constructs VNTs on the basis of statistics of IP traffic. This is because

the IP network and the wavelength-routed network each has its own routing mechanism. Routes

for forwarding IP traffic is decided by the IP routing mechanism, and thus the IP network does not

always utilize lightpaths established in the wavelength-routed network. This results in the ineffi-

cient utilization of resources in the wavelength-routed networks. Hence, layered traffic engineering

must consider the behavior of the IP routing mechanism in addition to the statistics of IP traffic to

achieve effective transportation of IP traffic on wavelength-routed networks.

However, it is insufficient for achieving effective wavelength-routed networks only to accom-

modate IP traffic effectively. This is because a variety of emerging application layer technologies

recently appears, and thus various traffic as well as legacy IP traffic, such as web and e-mail, flows

on Internet. In the next section, we discuss those applications and their ill behavior to layered traffic

engineering.

1.2.2 Stability against Emerging Application Layer Technologies

A variety of emerging application layer technologies recently appears, and thus various traffic in ad-

dition to legacy IP traffic flows on Internet. In especial, overlay networks, such as P2P networks and

content distribution networks (CDNs), have recently received much attention as a way to achieve
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new functionality and enhance network performance over existing network infrastructures. One of

the key technologies in overlay networks lies in overlay routing [22, 23]. The fundamental idea

of overlay routing is to construct a logical network above the IP network and to allow routing to

be controlled on that logical topology. In the literature, a virtual network topology provided by

a set of lightpaths is sometimes called “logical topology”. In this thesis, we use the term “logical

topology” in the context of an overlay’s logical topology, and we use the term “VNT” for virtual net-

work topology provided by lightpaths. Each overlay node measures the status, such as throughput

and delay, of the underlying network and determines the appropriate route to destination nodes on

the overlay network to improve performance and resilience. The resilient overlay network (RON)

architecture was proposed in [22]. The RON provides fast detection and recovery from network

failures and performance degradation using the existing Internet infrastructure as the underlay net-

work. Another architecture is Detour [23]. It is revealed in [23] that a large percentage of flows can

locate better alternative routes by relaying among overlay nodes, which improves the performance

of those flows.

As the amount of traffic generated by overlay networks increases, the dynamics of overlay rout-

ing have significant impact on traffic engineering [24–26]. One typical type of impact is the selfish

behavior of overlay routing, as discussed in [25]. Since overlay nodes independently select their

route in a selfish manner to optimize their own performance, system-wide performance may not be

optimized [27]. In [25], the authors revealed that interaction between overlay routing and packet

layer traffic engineering causes degradation in the performance of packet layer traffic engineering.

They argue that the main reason for this degradation is a conflict between two different routing

objectives performed at each layer. The impact of selfish routing in intra-domain networks was also

investigated in [28]. According to [28], selfish routing can achieve almost optimal performance if

an underlay network performs static routing. However, if packet layer traffic engineering is used,

the performance of the packet layer traffic engineering is degraded due to the interaction between

overlay routing and packet layer traffic engineering. Furthermore, interaction of multiple overlay

routing mechanisms also causes fluctuations in network state in the same way as the interaction be-

tween traffic engineering and overlay routing [29–31]. The authors revealed in [29] that coexisting

multiple overlay networks result in fluctuations in both route select and network load. They also

argued that these fluctuations occur across a wide range of parameter settings of the overlay net-

works, and thus the ill effects of the fluctuations should not be ignored. These papers show that the
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performance of packet layer traffic engineering is degraded in terms of maximum link utilization,

network cost, and average latency. Since many layered traffic engineering approaches configure

VNTs on the basis of traffic demand, fluctuations in traffic demand induced by overlay routing are

much more severe for layered traffic engineering.

Therefore, it is an important issue to realize a layered traffic engineering approach that can

effectively accommodate traffic due to emerging application layer technologies such as overlay

networks in addition to existing IP traffic. Among those applications, the selfish behavior of overlay

routing is one of the most problematic issues for traffic engineering as it has been revealed in many

papers [25,26]. In this thesis, we focus on overlay routing as one of those applications and propose

a layered traffic engineering approach to accommodate traffic due to overlay routing stably.

However, the interaction between traffic engineering and overlay routing brings out not only

difficulties in the effective accommodation of traffic on wavelength-routed networks but also the

large fluctuations in the network environments. The following section describes another issues to

be solved, i.e., adaptability against changes in environments, for achieving a feasible wavelength-

routed network for current and future Internet backbone networks.

1.2.3 Adaptability against Environmental Changes

New application layer services such as P2P networks have emerged and these applications cause

large fluctuations in network environments. As described above, for instance, the hugely fluctuat-

ing traffic demand caused by interactions between overlay networks and existing traffic engineering

mechanisms has been revealed [25]. Therefore, it is important to achieve a layered traffic engineer-

ing approach that is adaptive to changes in network environments.

The approaches to efficiently accommodating changing traffic demand on VNTs can basically

be classified into offline and on-line approaches. In offline approaches, VNTs are statically con-

structed to efficiently accommodate one or multiple traffic demand matrices [10, 12, 32]. These

approaches mainly assume that these traffic demand matrices will be available before the VNT is

constructed or assume that changes in the traffic demand matrices can be predicted. However, it

is obvious that offline approaches cannot efficiently handle unexpected changes in traffic demand

since VNTs are configured for a certain set of traffic demand matrices.

In contrast with offline approaches, on-line approaches dynamically reconfigure VNTs based on

their detection of degraded performance or periodic measurements of the network status without a
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priori knowledge of future traffic demand [33–38]. Therefore, on-line approaches adapt to changes

in traffic demand. We develop an on-line approach to achieve an adaptive layered traffic engineer-

ing method. In [33], a VNT reconfiguration method that uses given traffic demand matrices and

configures an optimal VNT for the new traffic demand matrix was proposed. For the smooth tran-

sition of VNTs, this method designs a new VNT by solving linear programming with constraints

on the number of changing lightpaths between the old and the new VNTs. In [34, 35], the authors

proposed an optimization-based and heuristic VNT reconfiguration method based on periodic mea-

surements of the load on lightpaths. This method adapts to changes in traffic demand by adding one

new lightpath when congestion occurs on the VNT or deleting one underutilized lightpath on the

assumption that traffic demand is changing gradually over long timescales.

Existing on-line layered traffic engineering methods assume that traffic demand is changing

gradually and periodically as observed in [39]. However, if the above-mentioned interaction be-

tween layered traffic engineering and overlay networks occurs, traffic demand fluctuates greatly

and unpredictably as has been pointed out [25]. More importantly, environmental changes include

not only changes in traffic demand but also various changes such as link failures. Therefore, an

important objective is to develop a layered traffic engineering method that is robust against various

environmental changes.

1.3 Outline of Thesis

In this thesis, we propose following three approaches for layered traffic engineering to solve above-

mentioned issues and achieve effective and adaptive wavelength-routed networks.

Integrated Routing for Effective Transport of IP Traffinc over Wavelength-Routed

Optical Networks [40–43]

In Chapter 2, we address the inefficiency of network utilization caused by the independent routing

mechanisms of IP and wavelength-routed networks and realize the effective transportation of IP

traffic over wavelength-routed networks. To achieve this objective, we integrate IP routing and

wavelength routing for IP over wavelength-routed networks and propose a routing method that

always forwards IP packets along lightpaths configured by the wavelength routing process. For this

purpose, we introduce the concept of virtual-links, which are configured between IP routers. A
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virtual-link is a logical link that is not configured as a lightpath, but can be activated as a lightpath

by requesting the required wavelength resources. In the IP network, our method first calculates

routes on a topology including these virtual-links. If a virtual-link is selected as part of a route for

the IP packets, a lightpath corresponding to the virtual-link will be established. In this manner, we

can calculate routes on the IP network and lightpaths simultaneously. The cost function for virtual-

links is chosen to minimize the load on the nodes. The results of computer simulations show that

our proposed method is effective in terms of both average end-to-end delay and throughput.

Hysteresis Based Layered Traffic Engineering for Stable Accommodation of Overlay

Routing Services [44–46]

The selfish behavior of overlay routing causes the interaction between layered traffic engineering

and overlay routing as described above. In Chapter 3, we address the problem of this interaction

between layered traffic engineering and overlay routing. We first show that overlay routing highly

degrades the performance of layered traffic engineering. Then we focus on the instability of layered

traffic engineering caused by the interaction between overlay routing and layered traffic engineering.

Simulation results show that the instability appears in link utilization, traffic demand, and VNTs due

to layered traffic engineering.

To overcome the instability due to the interaction between layered traffic engineering and over-

lay routing and achieve a stable layered traffic engineering approach against overlay routing ser-

vices, we propose three extensions for layered traffic engineering. First, to improve the stability

of layered traffic engineering, we introduce hysteresis, which absorbs traffic demand fluctuations.

We show that simple hysteresis applications can improve stability, but cannot always improve per-

formance. We extend the hysteresis application, two-state utilization hysteresis, and show that this

extension can improve both the stability and performance of layered traffic engineering. However,

this extension requires a lot of time for the layered traffic engineering to become stable. Thus,

we achieve faster convergence by using a filtering method. Through simulations, we show that

the proposed approaches reduce the fluctuation caused by the interaction between layered traffic

engineering and overlay routing and achieve stable and effective accommodation of traffic due to

overlay routing on layered traffic engineering.
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Adaptive Layered Traffic Engineering against Changes in Environments [47–50]

In chapter 4, we propose a layered traffic engineering approach that is adaptive against various

changes in environments. The objective of this approach is to achieve the adaptability to various

changes in environments, not to optimize the efficiency in terms of achievable performance such

as decreasing the maximum link utilization. To achieve this objective, we adopt a non-rule-based

approach and not rule-based approaches that are used by existing heuristic layered traffic engineer-

ing methods. A rule-based approach is defined as one that assumes a certain set of scenarios for

environmental changes and prepares countermeasures to those changes as rules, i.e., algorithms for

VNT reconfigurations. For these assumed changes in environments, these approaches may guar-

antee optimal performance or adaptability but they cannot guarantee if unexpected changes will

occur. In contrast with rule-based approaches, non-rule-based approaches do not use predefined al-

gorithms for adapting to changes in environments. Instead of predefined algorithms, non-rule-based

approaches mainly use stochastic behavior for adapting to changes in environments. Therefore, they

do not guarantee optimal performance but do have capabilities for adapting to unexpected environ-

mental changes. Unlike most other rule-based layered traffic engineering methods, we aim at a

layered traffic engineering method that will be robust against various changes in environments by

using a non rule-based approach. This thesis focuses on mechanisms found in biological systems,

which are adaptive against changes in their surrounding environments, as one of the non-rule-based

approaches.

It is a well-known fact that mechanisms found in biological systems are robust and can han-

dle changes in the environment [51]. Therefore, many methods that have been inspired by certain

behaviors found in nature have been proposed in information science. In this thesis, we focus on

attractor selection, which models behaviors where living organisms adapt to unknown changes in

their surrounding environments and recover their conditions. In [52], the authors show an attractor

selection model for Escherichia coli (E. coli) cells to adapt to changes in the availability of a nu-

trient. As another model of an attractor selection, the mechanism for adaptability of a cell, which

consists of a gene regulatory network and a metabolic network, is introduced in [53]. One suc-

cessful proposal for adaptive network control based on attractor selection was presented in [54].

They proposed a path selection mechanism, which was robust against changes in the delay of paths,

based on the attractor selection model introduced in [52]. The fundamental concept underlying

attractor selection is that the system is driven by stochastic and deterministic behaviors, and these
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are controlled by simple feedback of current system conditions. This characteristic is one of the

most important differences between attractor selection and other rule-based heuristic or optimiza-

tion approaches. While existing rule-based approaches cannot handle unexpected changes in the

environment, attractor selection has the capability of adapting to unknown changes since the sys-

tem is driven by stochastic behavior and simple feedback of current system conditions. Therefore,

we adopt attractor selection as the key mechanism in our layered traffic engineering method to attain

adaptability against various changes in environments.

In Chapter 4, we propose an adaptive layered traffic engineering method based on the attractor

selection described in [53]. We focus on the similarity of the layered architecture between this

attractor selection model and the IP over wavelength-routed network. The reason we adopt attractor

selection to achieve an adaptive layered traffic engineering method instead of a rule-based approach

is because our attention is on adaptability. Unlike most other heuristic layered traffic engineering

methods [8], we prefer a method that will be robust in the presence of fluctuations in environmental

conditions, which may not achieve optimal performance.

Furthermore, both the E. coli cell and the gene-metabolic network adapt to changes in their

surrounding environments without any molecular machinery for signal transduction from the envi-

ronment to the gene-regulation apparatus. These biological systems adaptively respond to environ-

mental changes with only simple feedback of system conditions. Our approach uses this feature to

react against changes in the environment as quickly as possible. Unlike most existing layered traffic

engineering methods that construct VNTs according to traffic demand matrices [8, 34], our method

only uses the load on links as the network status. The quantity of information on the load on links

is less than that obtained from traffic demand matrices, but information about the load on links

is retrieved directly using SNMP. Therefore, we can achieve fast reaction and adaptation against

changes in traffic demand by only using the load on links.

Both the IP over wavelength-routed network and attractor selection in the gene regulatory and

metabolic reaction networks have layered structures. However, there are various differences that

are mainly derived from the constraints of the physical network such as the number of transmitters

and receivers. We need to interpret the attractor selection model for the layered traffic engineering

method appropriately to develop an adaptive method based on attractor selection. By appropriately

incorporating the essential idea of the attractor selection model, we achieve adaptability of layered

traffic engineering. Through simulations, we show that our proposed method adapts changes in
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traffic demand and link failures with achieving at least the same level of the efficiency as the existing

heuristic approaches.

Finally, Chapter 5 concludes this thesis.
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Chapter 2

Integrated Routing for Effective

Transport of IP Traffinc over

Wavelength-Routed Optical Networks

One approach to accommodating IP traffic on a wavelength-routed network is to construct a virtual

network topology, establishing a set of lightpaths between nodes. The lightpaths carry IP traffic

but do not require any electronic packet processing at intermediate nodes, thereby reducing the

load on those nodes. However, when the IP and wavelength-routed networks have independent

routing functions, the lightpaths in the wavelength-routed network may not be fully utilized by the

IP network. Therefore, it is necessary to integrate the two routing mechanisms to utilize resources

efficiently. In this chapter, we propose an integrated routing mechanism for IP over wavelength-

routed networks. The key idea is to first prepare a set of virtual-links representing the lightpaths

that can be established by the wavelength-routed network, then calculate the minimum cost route

on an IP network including those links. Our simulation results show that when traffic patterns do

not change, the throughput of our method is almost the same as that of a VNT optimally designed

for a given traffic demand. When traffic patterns change, the throughput of our method is about

50% higher than that of the VNT.
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2.1 Routing in IP over Wavelength-Routed Optical Networks

As mentioned above, it is important to develop a traffic engineering approach that can fully utilize

the bandwidth provided by WDM networks. Traffic engineering objectives can be achieved by

developing efficient routing methods. In this section, we describe routing methods for the overlay

and peer models of IP over WDM networks.

2.1.1 Overlay Model

In the overlay model, a VNT is constructed as follows. First, lightpaths are established between

nodes of the WDM network. Conventional IP routing protocols, such as Open Shortest Path First

(OSPF) and Intermediate System to Intermediate System (IS-IS), then work on the VNT of the

WDM network. In this model, the routing protocols are not modified to account for the properties

of the WDM network. The IP routing mechanism and WDM routing mechanism are designed

independently, so the IP mechanism does not necessarily select the links provided by the WDM

network. One typical example of such a problem is the minimum delay routing of IP networks,

illustrated in Figure 2.1. In this example, we assume that each optical fiber has two wavelengths,

and that the propagation delay of each fiber is 1 time unit. The delay incurred by an IP router,

including processing delay and queuing delay, is also 1 time unit but that of an OXC is 0. In this

figure, six lightpaths are configured in the WDM network (l1 to l6), so the VNT has six links. l5, the

long hop lightpath, has been configured using wavelength λ2 between nodes N2 and N4. l5 must take

the longer path because wavelength λ2 has already been used by l2 on the optical fiber connecting

nodes N2 and N3. There are thus two possible routes from node N2 to N4: R1 and R2. R1 is the

one-hop route N2 → N4 using l5, and R2 is the two-hop route N2 → N3 → N4 using l2 and l3. The

end-to-end delay of R1 is 4, while that of R2 is 3. Thus, if the IP routing mechanism uses end-to-

end delay as its metric, R1 will never be used as the route from N2 to N4. This leads to inefficient

utilization of the wavelength resources. We therefore need an integrated routing mechanism, whose

main goal is to utilize resources efficiently. Some integrated routing methods have already been

proposed, mainly assuming the peer model; that is, they use information from both networks such

as bandwidth availability (IP) and wavelength availability (WDM). In the following section, we

summarize some related works on the problem of integrated routing.
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Figure 2.1: An example showing that IP routing does not always select the links provided by the
WDM network

2.1.2 Peer Model

Integrated routing methods for the peer model are proposed in references [16, 19]. These papers

investigate IP/MPLS over WDM networks, where the routes of IP packets can be explicitly deter-

mined by the MPLS algorithm as LSPs. In reference [19], MIRA (Minimum Interference Routing

Algorithm) is proposed as an integrated routing algorithm for LSPs and lightpaths. The IP/MPLS

over WDM network has a unified routing entity that collects all the topology information and link

state information from both IP/MPLS and WDM networks. For incrementally arriving traffic flows

where the required bandwidth is explicitly specified, MIRA calculates the routes of traffic flow.

MIRA also keeps track of the residual bandwidth that can be used by future LSP requests, and

tries to maximize this resource. When there is no appropriate route, LSP requests are blocked. In

reference [14], another integrated routing method is developed which takes into account inaccuracy

in the link state information. This method incorporates the level of uncertainty in link states and
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hop counts into its link cost metric for LSPs. Reference [16] proposes an integrated routing method

for the peer model based on the Generalized MPLS (GMPLS) framework [55]. In this work, cost

values are assigned to links with the goal of reusing existing lightpaths for new LSP setting requests

as much as possible.

All these works assume that IP traffic is mapped onto a series of bandwidth guaranteed LSP

requests. Their main objective is to minimize the blocking probability of LSP setting requests. Few

works have focused on the performance metrics of IP traffic, e.g., end-to-end delay or throughput.

The works just described have all assumed a peer model network, which as mentioned above lacks

scalability. Furthermore, very few works have studied integrated routing in an overlay model net-

work. This thesis therefore proposes a new integrated routing method within the overlay model of

IP over WDM networks, aimed at maximizing the traffic volume that can be accommodated. In the

next section, we describe this new routing method.

2.2 Integrated Routing for Layered Traffic Engineering

In this section, we introduce our network model and the concept of a virtual-link, which is central

to our integrated routing method. We then elaborate on our routing algorithm and discuss possible

cost metrics.

2.2.1 Network model

We consider a network consisting of optical fiber links withW independent wavelengths and nodes

that consist of IP routers with WDM interfaces, and OXCs. Figure 2.2 illustrates the node architec-

ture used in this these. The upper part of this figure shows an IP router, and the lower part shows an

OXC. The IP router is connected to the OXC via a WDM interface, which converts optical signals

to electronic signals and vice versa. The control plane in the WDM layer manages the topology

database and wavelength availability information. The IP router has a route manager with three

main blocks: the routing controller, the topology database, and OSPF. The route manager calcu-

lates routes using an integrated algorithm based on the VNT specified in the topology database.

This topology database includes only information from the IP layer such as links, router status, and

network connectivity, since we assume that the internetworking architecture follows the overlay

model. The OSPF-TE block advertises and collects IP link state information. Note that since we
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assume the overlay model, our method does not require any extension of existing IP routing pro-

tocols. The route manager in the IP layer sends setup or teardown lightpath requests to the WDM

layer control plane according to the results of its route calculation. The WDM layer control plane

carries out these requests and returns the results to the IP route manager.

In our network architecture, a static lightpath is set up between all adjacent nodes using one

wavelength resource, to ensure end-to-end reachability. We refer to these lightpaths as persistent

lightpaths. The other wavelength resources are used for non-persistent lightpaths, which are set up

dynamically according to changes in traffic.

2.2.2 Virtual-Links

To integrate IP routing and wavelength routing, we propose a concept of virtual-links. A virtual-link

is a logical link used by our routing algorithm. That is, they are configured on a VNT database, and

the IP routing mechanism selects routes for IP traffic from that topology. An example of a network

with virtual-links is shown in Figure 2.3. In this figure, persistent lightpaths are configured between

all adjacent nodes, and one non-persistent lightpath is configured from router R1 to router R6. Three

virtual-links (from router R1 to routers R2, R4, and R5) are illustrated as dashed arrows in the figure.

Each link and virtual-link has an associated cost value, which is used by the IP routing mechanism.

Routes are therefore calculated from a VNT that includes virtual-links as well as existing lightpaths.

Note that in our proposal, the cost of the virtual-links has a great impact on network performance.

We discuss our choice of cost function for the virtual-links in Sec. 2.2.5.

2.2.3 Topology Database

The OSPF component of the IP router advertises the link state information, and each IP router

collects all the link state information. The IP routers then configure following the VNT, which

includes all virtual-links and their cost.

Step 1: Set virtual-links from the source node to all destination nodes for which there is no lightpath

configured.

Step 2: Assign cost values to each virtual-link using the cost function described in Sec. 2.2.5.

Step 3: Update the link cost values of existing non-persistent lightpaths. The same cost function

described in Sec. 2.2.5 is used.
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Figure 2.2: Node architecture

Step 4: Set the link cost values of persistent lightpaths to 1.

We can set the cost values of all persistent lightpaths to 1 without loss of generality, as long as the

cost of virtual-links is scaled accordingly.
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Figure 2.3: A network example with virtual-links

2.2.4 Route Selection

The routes of IP packets are calculated using the topology database obtained by the above procedure,

and if any virtual-links are selected as the part of IP routes then the corresponding lightpath is

dynamically configured on the WDM network. Each node in the network performs following steps.

Step 1: Calculate the routes with minimum cost on the VNT, including virtual-links and existing

lightpaths, via the IP routing algorithm.

Step 2: If the resulting routes contain one or more virtual-links, send requests to the WDM network

to set up the corresponding lightpaths. If some of those requests are blocked due to the lack

of wavelength resources, existing lightpaths are used for those routes.

Step 3: Send teardown requests for all existing lightpaths that are not used in the IP routes just

calculated. Here, an unused lightpath means that a link that is not included in the minimum

cost routes just calculated, and whose source node is the node performing these steps.
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Routing in the IP and WDM layers is integrated by searching for minimum cost routes in a VNT

including virtual-links. Using this method, IP traffic will be forwarded on virtual-links, i.e., light-

paths, since lightpaths are selected by the IP routing.

2.2.5 Cost Assignment to Virtual-Links

The fundamental question in this approach is how to select a cost function for the virtual-links. Our

main objective in choosing this cost function is to maximize the network throughput. Reducing the

load on the IP routers is therefore an important criterion. Load on IP routers is the total amount of

traffic to be processed at the IP router. Activating virtual-links as lightpaths may increase the load

on some nodes, however, because more traffic will pass through the destination nodes of lightpaths.

We show a simple example of this scenario in Figure 2.4. In Figure 2.4(a) two flows, f1 and f2, are

forwarded along the routes N1 → N3 → N5 and N2 → N4 → N6 → N5 respectively. Figure 2.4(b)

illustrates the network after a lightpath has been configured from node N2 to N3. Since the lightpath

has just been set, the route of flow f2 changes to N2 → N3 → N5. In this case, f2 traffic that used to

pass through nodes N4 and N6 now passes through node N3. Consequently, the load on N3 increases.

We therefore use the load on the destination node of a virtual-link as the main parameter of our cost

function, to avoid concentrating traffic on frequently used nodes. Note that the IP router status can

be obtained using Simple Network Management Protocol (SNMP).

The cost function Ci j of a virtual-link between nodes i and j is thus given by

Ci j = v
2
j +β, (2.1)

where v j is the load on node j, and β is a constant offset. As noted above, our main purpose is

to reduce the load on the IP routers. By using a cost function that is quadratic in v j, we expect

to strongly discourage any increase in the node load factor. By setting β to 0.5, we prevent the

IP routing method from selecting routes with too many hops. Setting the offset value to 0.5 also

forces the IP routing mechanism to select persistent lightpaths whenever possible, since the cost of

a persistent lightpath is always 1 and the sum of the cost of two virtual-links is more than 1.

The number of lightpaths Ni j connecting node i to node j is decided by Ni j = �bi j�, where bi j
is the incoming traffic volume at node j from node i. This assumes that the traffic volume going

to node j can be measured at node i. A minimum of Ni j lightpaths will be configured so that the
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Figure 2.4: Congestion resulting from activating a virtual-link

current traffic volume can be satisfied.

2.3 Flow-Level Simulation of Packets inWavelength-Routed Networks

In this section, we describe a simulation of network traffic based on the fluid flow model (a flow-

level simulation). Conventionally, traffic flow is modeled with a discrete event simulation that

processes every packet (a packet-level simulation). A flow-level method is necessary, however, if

simulations of large-scale networks are to finish in a reasonable amount of time. First, we detail the

reasons that a flow-level simulation is needed, and then we describe the fluid flow approximation

used by the simulation. Finally, we compare the results of a flow-level simulation to those of a

packet-level simulation, in order to validate the method.

2.3.1 Difficulties in Packet-Level Simulations

Computer simulations are commonly used to analyze and evaluate the performance of communi-

cation networks. Discrete event network simulators (such as OPNET [56] or NS-2 [57]) simulate

the movement of individual packets through the network. Although this method provides accurate

insight into the network state and performance, a great many events must be processed to properly

simulate the network. With the growth of the Internet, the scale of networks has become even larger.
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Moreover, new network technologies such as WDM provide high bandwidth links, significantly in-

creasing the traffic volume that networks can accommodate. The simulation of modern networks

consumes an enormous amount of time and resources.

Many recent papers have described simulation methods based on the fluid flow model [58, 59].

These works mainly develop simulations for TCP-based networks; that is, they focus on transient

states of TCP flow. In this thesis, however, we only focus on the state of IP traffic over the WDM

network. We therefore simplify the model of the simulation method, and just apply the fluid flow

model, which requires fewer packets to be processed during simulations, and evaluate our integrated

routing mechanism.

2.3.2 Flow-Level Simulation Method

Fluid Flow Model

First, we describe the fluid flow approximation. In simulation methods based on the fluid flow

model, data traffic is modeled not as a sequence of packets but as a continuous fluid. Network sim-

ulators based on the fluid flow approximation abstract the model further, focusing only on changes

in the arrival rates of traffic flow. This can lead to a significant decrease in computation time,

although any information regarding the motion of individual packets is lost.

Application of Fluid Flow Model to Network Simulations

We define the following terms to explain the flow-level simulation.

tn: n-th timestep, when the arrival or departure of flows can occur.

L(tn): Number of packets in a node at time tn.

a(tn): Packet arrival rate at a node at time tn.

ai: Packet arrival rate in flow i.

μ: Service rate of the node.

W(tn): Delay in the node at time tn.

The packet arrival rate of each flow is drawn from a Poisson distribution with constant average rate

ai.
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Figure 2.5: Calculation of the number of packets at a node

Figure 2.5 illustrates the algorithm for calculating the packet arrival rate at a node. The figure

illustrates three flows (flow1,flow2,flow3) that arrive at the node at consecutive timesteps t1, t2, and

t3. The flows, which are not all the same length, depart at times t6, t4, and t5, respectively. Each

flowi has the parameter ai, which is the arrival rate of packets in the flowi. In other words, the

time spacing between individual packets in flowi is 1/ai. The packet arrival rate for a given node

a (denoted a(tn)) is the sum of the packet arrival rates ai for each flow, so a(tn) changes with the

arrival/departure of flows as shown in the upper part of Figure 2.5.

The increase in packet number at the node from time tn−1 to time tn can be represented by

{a(tn−1)−μ}× (tn− tn−1). The factor a(tn−1)× (tn− tn−1) is the total number of packets arriving at the
node between tn−1 and tn, and the factor μ× (tn − tn−1) is the number of packets departing from the
node in the same interval. Note that if {a(tn−1)−μ} × (tn− tn−1) < 0, the number of packets in the
node decreases. Since the number of packets at time tn−1 is denoted L(tn−1), the total number of
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packets in the node at time tn can be expressed as

L(tn) = {a(tn−1)−μ}× (tn− tn−1)+L(tn−1).

Since L(tn) must be a non-negative number, we further set L(tn) = 0 if the calculation results in

L(tn)< 0. The delay experienced at a node can be calculated asW(tn)= L(tn)/a(tn), applying Little’s

theorem [60].

In the flow-level simulation, only the head and tail packets of each flow are processed to update

parameters a(tn), L(tn), and W(tn). In a packet-level simulation, every packet in the flow has to be

processed; a(tn), L(tn), and W(tn) are updated whenever a packet arrives at the node.

2.3.3 Verification of Flow-Level Simulation Method

To validate the fluid flow approximation, we compare the results of a flow-level simulation with

those of a packet-level simulation.

We compare the two simulation methods under identical conditions, i.e., the NSFNET topology

with 14 nodes and 21 edges. The number of wavelengths for each link is eight, and wavelength

converters are not used in this simulation. The bandwidth of each wavelength is assumed to be

10 Gbps. The processing capacity of the IP router is set to 1 Gbps to perform the packet-level

simulation within a reasonable amount of time. The flow lengths are drawn from an exponential

distribution with a mean value of 12 MByte, i.e., the packet size is 1500 bytes and the average

length of a flow is 1000 packets. The flows connecting each node pair i j arrive according to a

Poisson process with average rate γ× di j, where D = {di j} is the traffic demand matrix and γ is a
scale factor. We use the traffic demand matrix given in [8]. Moreover, we use the same sequence of

random numbers for both simulations.

Figure 2.6 shows the average end-to-end delay as a function of the total amount of traffic, which

is controlled by means of the scale factor γ. We observe that the average end-to-end delay obtained

by the flow-level simulation agrees well with that obtained by the packet-level simulation. Although

a difference appears at high loads (greater than 3.5 Gbps), the saturation point is almost the same.

Networks are generally operated at loads much lower than the saturation point, so we can ignore

the difference between these two methods. Evaluating the queue behavior at a node also confirms

the validity of the flow-level simulation method. Due to space limitations, we omit the results of
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Figure 2.6: The average end-to-end delay of flow-level and packet-level simulations

this test.

The flow-level method greatly reduces the simulation time because only two packets per flow

are processed. In this validation, we chose a small average number of packets (1000) per flow, so

that the packet-level simulation could run in a reasonable time. The packet-level network simulator

must therefore process 500 times more packets than the flow-level simulator. The actual simulation

time of the flow-level simulation for one choice of parameters was a few seconds, while that of the

packet-level simulation was more than ten minutes (the exact times depend on the implementation).

Moreover, the memory requirement of the flow-level simulation is much less than that of the packet-

level simulation. Computer simulations based on the fluid flow model are therefore a very effective

method for evaluating the performance of high-bandwidth networks.

2.4 Performance Evaluation

In this section, we evaluate the performance of the proposed algorithm through flow-level computer

simulations.
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2.4.1 Simulation Conditions

The simulation model used here is almost the same as that described in Section 2.3.3. We change

the router capacity to 100 Gbps, the link capacity to 40 Gbps. As the number of wavelengths mul-

tiplexed on a single fiber increases, the processing capacity of electronic routers will become the

bottleneck of a network. We therefore evaluate our method and conventional methods under these

parameter settings, that is, the bottleneck of the network is processing capacity of electronic routers.

We set the average flow length to 75 Mbytes; the packet size is 1500 bytes, and the average length

of a flow is 50000 packets. In addition to the NSFNET topology, we also show results for the Eu-

ropean Optical Network (EON), which has 19 nodes and 39 bidirectional links. For the NSFNET

topology, we use a random traffic demand matrix, generated according to an exponential distribu-

tion, in addition to the matrix described in [8]. For the EON topology, we use only a randomly

generated traffic matrix.

For the purpose of comparison, we use three VNTs. First two VNTs are designed by the al-

gorithms SHLDA (Shortest-Hop Logical topology Design Algorithm) [17] and MLDA (Minimum

delay Logical topology Design Algorithm) [8]. These algorithms generate VNTs based on a given

traffic demand matrix in order to achieve their namesake performance objectives. Since both MLDA

and SHLDA have a prior knowledge about the traffic demand matrices, they generate nearly opti-

mal topologies. For the third VNT, we use a full mesh topology, which is generated by configuring

lightpaths between all node pairs by assuming that there are unlimited number of wavelengths on a

fiber. All IP traffic in the full mesh topology is directly forwarded from source nodes to destination

nodes. Since IP routers do not need to process the traffic for other node pairs, full mesh topologies

are optimal and give upper bounds of networks. We compare the results of our method to these

near-optimal topologies in order to demonstrate the efficiency of our method. In our simulation

experiments, we use minimum hop routing for IP packets on the VNTs generated by MLDA and

SHLDA. For the full mesh topology, we configure the sufficient number of lightpaths for accom-

modating IP traffic between nodes.

We evaluate the performance of our integrated routing method with three metrics: the average

end-to-end delay in Section 2.4.2, the load on the nodes in Section 2.4.3, and the network throughput

in Section 2.4.4.
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Figure 2.8: European Optical Network topology
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2.4.2 Average End-to-End Delay

Figures 2.9(a) and 2.9(b) show the average end-to-end delay on NSFNET. The horizontal axis shows

the total traffic volume in the network. The result in Figure 2.9(a) is based on the traffic matrix in [8].

The average end-to-end delay achieved by our routing method is slightly worse than that achieved

by the topologies generated by MLDA, SHLDA, and the full mesh topology. Our method shows

nearly optimal end-to-end delay performance without the information of traffic demand matrix.

In Figure 2.9(b), we show results from the three methods in a scenario where the traffic matrix is

randomly regenerated four times in one simulation but the sum of the matrix (i.e., x-axis value in the

figure) is held constant. Note that, for obtaining result of the full mesh topology, we configure the

sufficient number of lightpaths between nodes for each of the regenerated traffic matrices. Thus, the

results show the upper bound of the performance. As expected, changing traffic patterns degrade the

performance of the SHLDA and MLDA methods drastically. Our algorithm, however, shows little

increase in the average end-to-end delay in this situation. Moreover, our method does not require

any prior knowledge of traffic statistics whereas SHLDA and MLDA create VNTs according to

previously measured statistics. This feature is a great advantage, since it takes a long time to

measure traffic statistics accurately and IP traffic does not always follow the pattern described.

Thus, statically generated VNTs may not always perform optimally, as shown in Figure 2.9(b).

We next evaluate our proposed method on the NSFNET topology using a random traffic matrix.

Figures 2.10(a) and 2.10(b) show the average end-to-end delay on the NSFNET topology as a func-

tion of the total traffic. In this figure, we observe that our routing method outperforms conventional

VNT design methods. Moreover, the average end-to-end delay in our method is constant regardless

of traffic change, while the delay using SHLDA or MLDA depends strongly on the traffic demand

matrices. Figures 2.11(a) and 2.11(b) depict the results of our routing mechanism on the EON

topology. These figures show tendencies similar to those observed on the NSFNET topology.

2.4.3 Load on Nodes

To see the efficiency of our method more clearly, we show the average load on each node in

Fig. 2.12. The load on a node is the traffic volume processed in that node divided by the processing

capacity of the node. In this simulation, we use the NSFNET topology and the traffic demand ma-

trix given in Ref. [8]. In obtaining this figure, we set the total traffic demand to the point where the
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Figure 2.9: Average end-to-end delay: NSFNET topology, the case of realistic traffic demandmatrix
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Figure 2.11: Average end-to-end delay: EON topology, the case of random traffic demand matrix
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average end-to-end delay just begins to increase, as seen in Fig. 2.9(a) and Fig. 2.9(b). We set the

total traffic volume in the network to 450 Gbps for all methods, for both the static and dynamic traf-

fic patterns. Figure 2.12(b) shows that our algorithm balances the load at an average value around

0.7 when slight congestion occurs in the network. In the SHLDA and MLDA methods, on the other

hand, most of the nodes remain under-utilized even though node 12 is saturated. Fig. 2.12(a), how-

ever, shows that some nodes are highly loaded in all methods. To investigate the reasons for this, we

classify the traffic volume into three types; ingress traffic, egress traffic, and transit traffic. Ingress

traffic is traffic that arrives at the node from outside the network, and egress traffic is traffic that

leaves the network at the node. Transit traffic is traffic that is being forwarded from the ingress line

card to the egress line card. Figure 2.13 shows the load on each node caused by each kind of traffic.

In obtaining this result, we evaluate our method on the NSFNET topology without traffic change.

It is revealed that most of the volume is either ingress or egress traffic, which must be processed at

the nodes. Since the ingress and egress traffic depend on the traffic demand matrix, hereafter we

focus on the behavior of the transit traffic. Note that the amount of transit traffic processed at nodes

with high ingress and egress traffic (nodes 6, 7, and 12) is nearly 0. In general, the transit traffic in

loaded nodes is much less than that in nodes with little load. This means that our method detours

IP traffic through the less active nodes, and achieves the central goal of load balancing. SHLDA

and MLDA balance the load on nodes using the information of the traffic demand matrix. Our

method, on the other hand, does not require any information of traffic demand matrix, and balances

the load on nodes using the information of nodal load. In the full mesh VNT, IP routers does not

need to process transit traffic, and therefore, the load on nodes is the lowest among all methods.

Our method, however, shows almost the same performance as the full mesh VNT by balancing the

load.

2.4.4 Network Throughput

We next measure the network throughput achieved by cross-layer traffic engineering. We define

network throughput as the maximum traffic volume that the network can accommodate while keep-

ing the average end-to-end delay under 10 ms. This simulation also uses the NSFNET topology.

Fig. 2.14 shows the throughput using the traffic demand matrix given in Ref. [8]. The throughput

of our method is slightly lower than that of MLDA, SHLDA, and full mesh topology when traffic

does not change. Changing traffic patterns, however, degrade the throughput of MLDA/SHLDA
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dramatically. Under these conditions, the VNT generated by SHLDA can accommodate only 68%

of the static traffic throughput. The VNT generated by MLDA can accommodate 63% of the static

traffic throughput. Changing traffic patterns does not greatly affect the throughput of our method.

2.5 Summary

In this chapter, we propose a new integrated routing algorithm that uses virtual-links in selecting

routes for IP packets, and demonstrate the necessity of dynamic lightpath configuration in IP over

WDM networks. The main objectives of our algorithm are to reduce the load on IP routers and

maximize the traffic volume that can be accommodated by the network. Simulation results show

that our method balances the load on IP routers where static VNT design methods cannot. Under

changing traffic patterns, the throughput of our method was 38–50% higher than that of two static

VNT design methods. To reduce the costs of computer simulation, we developed a method using

the fluid flow model. The flow-level simulations were validated by comparing them to conventional

packet-level simulations. The flow-level and packet-level simulations achieved similar results with

respect to average end-to-end delay and number of packets per node. The flow-level simulation ran

about 500 times faster than the packet-level simulation and reduced the required memory, so it is a

good technique for modeling large scale and high-bandwidth networks.
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Chapter 3

Hysteresis Based Layered Traffic

Engineering for Stable Accommodation

of Overlay Routing Services

Overlay networks achieve new functionality and enhance network performance by enabling control

of routing at the application layer. However, this approach results in degradations of underlying

networks due to the selfish behavior of overlay networks. In this chapter, we discuss the stability

of layered traffic engineering under overlay networks that perform dynamic routing updates. We

find that the dynamics of routing on overlay networks cause a high fluctuation in the traffic demand

matrix, which leads to significant instability of layered traffic engineering. To overcome this in-

stability, we introduce three extensions, hysteresis, two-state utilization hysteresis, and filtering, to

layered traffic engineering. Simulation results show that the hysteresis mechanism improves net-

work stability, but cannot always improve network performance. We therefore extend the hysteresis

mechanism and improve both network stability and performance. However, this extension requires

a lot of time for the VNT to converge to a stable state. To achieve fast convergence, we use a

filtering method for layered traffic engineering. Through simulations, we prove that our methods

achieve stability against overlay routing without loss of adaptability for changes in traffic demand.
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3.1 Interaction between Layered Traffic Engineering andOverlay Rout-

ing

In this section, we investigate the influence of overlay routing on dynamically configured VNT.

Through simulation experiments, we show that the presence of overlay routing services increases

the maximum link utilization of the VNT. We also show that the coexistence of overlay routing and

layered traffic engineering leads to VNT instability.

3.1.1 Network Model

In our view, a network consists of three layers: an optical layer, a packet layer, and an overlay

layer, as shown in Figure 3.1. On the optical layer, the WDM network consists of OXCs and

optical fibers. The layered traffic engineering configures lightpaths between IP routers via OXCs

on the WDM network and, these lightpaths and the IP routers form a VNT. On the packet layer,

packets are forwarded along the routes that are determined by IP routing on this VNT. On the

overlay layer, overlay nodes built on the packet layer form an overlay network. In this network, two

types of traffic are carried over the VNT: traffic from overlay networks and traffic from non-overlay

networks, which are illustrated as solid and dashed arrows in Figure 3.1, respectively. We refer to

“overlay traffic” as the traffic in the overlay network and to “non-overlay traffic” as the traffic in

the non-overlay network. We also use the term “underlay traffic” for all traffic on the VNT, which

contains both overlay and non-overlay traffic.

Figure 3.1 shows an example of a network. In this figure, the VNT that has six IP routers and

nine links is configured on the WDM network that has six OXCs and six fibers. On the VNT,

three overlay nodes, 1, 5, and 6, which are built on IP routers 1, 5, and 6, respectively, form an

overlay network, and these nodes are interconnected with overlay links. Solid arrows show overlay

traffic from overlay nodes 1 to 6, and dashed arrows show non-overlay traffic from IP routers 1 to

6. Routes for overlay traffic on an overlay network are determined by overlay routing. The overlay

traffic in this figure is forwarded from overlay nodes 1 to 6 by relaying through overlay node 5.

First, the overlay traffic is sent to overlay node 5. Overlay links are IP tunnels over the VNT in the

sense that the traffic on the overlay links is forwarded on the VNT and their routes are determined

by IP routing. Thus, the traffic on the overlay link between overlay nodes 1 and 5 is forwarded along

the route determined by IP routing, that is, from IP routers 1 to 5 through router 2 on the VNT. The
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Overlay node 1

IP router 1

OXC 1

OXC 2

OXC 3
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OXC 5

OXC 6

IP router 2

IP router 3

IP router 4

IP router 5

IP router 6

Overlay node 5

Overlay node 6

Overlay traffic

Non-overlay
traffic

Optical layer
(WDM network)

Packet layer
(IP network)

Overlay layer
(Overlay network)

Figure 3.1: Example of network consisting of three layers: optical, packet, and overlay
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overlay traffic is then forwarded from overlay nodes 5 to 6 in the same way. The non-overlay traffic

is forwarded from IP routers 1 to 6 through router 3, which is also controlled by IP routing. The

underlay traffic is transported on the WDM network in a similar way as that of the overlay traffic in

the sense that lightpaths are transport tunnels over the WDM network and their routes are decided

by layered traffic engineering. Thus, the underlay traffic from IP routers 1 to 3 is transported from

OXCs 1 to 3 via OXC 2. In this chapter, we discuss an interaction between the overlay routing and

layered traffic engineering through the IP layer. Before we introduce this interaction, we describe

overlay routing and layered traffic engineering more precisely.

3.1.2 Overlay Routing

Several routing policies for overlay networks, such as overlay selfish routing and overlay optimal

routing, have been proposed and evaluated in many papers [28, 30, 31]. We use overlay selfish

routing, in which each overlay node selects the route that has the largest available bandwidth. This

selection is done in a selfish manner aiming at maximizing the throughput experienced by the over-

lay nodes. The available bandwidth al on link l is calculated as al = cl− xl, where cl is the capacity
of link l, and that along route r is represented by a(r) =minl∈r(al). The overlay network selects the

route r that satisfies a(r) =maxi∈R a(i), where R denotes the set of all possible routes.

Several papers have proposed means for improving the performance of the overlay network

by relaxing the selfishness or greediness of overlay routing [30, 31]. Moreover, selfish routing of

which metric of the route selection is the available bandwidth is one of the greediest overlay routing

services, as reported in [30]. In this chapter, since our objective is to obtain a robust layered traffic

engineering method against selfish and greedy overlay networks, we use the overlay network that

selects the route with the most available bandwidth and do not assume that it uses the previously

mentioned cooperative approaches.

3.1.3 Layered Traffic Engineering

The VNT is configured on the basis of its performance objective by the layered traffic engineer-

ing method. Several performance objectives for selecting VNTs have been investigated in [4, 6, 7].

These investigations have aimed at minimizing the average weighted number of hops, minimizing

the maximum link utilization, minimizing the average delay, and maximizing single hop traffic.

Many layered traffic engineering algorithms for achieving those performance objectives have been
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investigated [8,11,17,61]. Since the link utilization directly affects the available bandwidth, which

the overlay network seeks to optimize, we use algorithms for minimizing the maximum link uti-

lization to investigate the interaction between overlay routing and layered traffic engineering. For

minimizing the maximum link utilization, we investigated the MLDA (Minimum delay Logical

topology Design Algorithm) [8] and the e-MLDA (extended MLDA) [11]. The MLDA aims to

minimize average delay as its performance objective by solving the RWA problem, but the main

objective for configuring VNTs is to minimize the maximum link utilization. The e-MLDA is

proposed as an extension of the MLDA to ensure accommodation of the traffic demand. The e-

MLDA also tries to decrease the maximum link utilization in the network by taking into account

the minimum hop IP routing. All these algorithms configure VNTs on the basis of traffic demand

to optimize their performance objectives. Note that layered traffic engineering cannot distinguish

between the traffic demand caused by the overlay and non-overlay traffic. The layered traffic en-

gineering uses only combined traffic demand, that is, the traffic demand caused by the underlay

traffic. Hereafter, we refer to the traffic demand caused by overlay traffic, non-overlay traffic, and

underlay traffic as “overlay traffic demand”, “non-overlay traffic demand”, and “underlay traffic

demand”, respectively.

3.1.4 Model for Interaction between Layered Traffic Engineering andOverlay Rout-

ing

A model for evaluating an interaction between overlay routing and packet layer TE was introduced

in [25]. Their model consists of an overlay layer and a packet layer. In this chapter, we introduce an

optical layer to that model and evaluate the interaction between overlay routing and layered traffic

engineering through the packet layer. Figure 3.2 shows our model. When the overlay network

switches routes, the overlay traffic demand changes. In response to this traffic change, layered

traffic engineering reconfigures its VNT. This reconfiguration updates the available bandwidth. The

overlay network again switches to a new route that is superior to the previous one to improve the

throughput of the overlay traffic. In our simulation experiments, each layer performs the above-

mentioned actions and updates their status alternately. More specifically, overlay routing makes its

decisions at odd rounds, and layered traffic engineering reconfigures its topology at even rounds.

We use an OSPF routing protocol for the routing in the packet layer. Since the main purpose of

our current research is to investigate the interaction between overlay routing and layered traffic
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Overlay Network

Packet Layer (VNT)

Optical Layer

Underlay Routing
(OSPF)

VNT Control

Overlay Routing

Overlay
Traffic

Non-overlay
Traffic Demand

Overlay
Traffic Demand

Available Capacity

Provide VNT

Multiplexed
Traffic Demand

Figure 3.2: Interaction between layered traffic engineering and overlay routing

engineering, shortest hop paths are used for forwarding traffic on the packet layer.

3.1.5 Simulation Conditions

We evaluated the interaction described above with the maximum link utilization, which is the total

amount of traffic on a link divided by its capacity, since the main objective of the MLDA and e-

MLDA is to minimize the maximum link utilization. We noted that links are overloaded if the

utilization exceeds 1, and in this case, no bandwidth is available at these links. We set the capacity

of a lightpath to 1, that is, the link capacity was equivalent to the number of lightpaths, and all traffic

used in our evaluation was normalized by the capacity of a lightpath.

In our simulation, the overlay network constructs a fully-connected topology in the same way

as the environments described in [22, 28]. We also placed overlay nodes on all IP routers. Each

overlay node independently searched for the route with the largest available bandwidth in a selfish

manner. We assigned a proportion of the underlay traffic demand, D, as overlay traffic demand, Do,

and the rest as non-overlay traffic demand, Dn, that is, the traffic demand of the overlay traffic was
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Figure 3.3: European Optical Network topology

Do = α ·D, and that of the non-overlay traffic was Dn = (1−α) ·D.
We used the European Optical Network (EON) topology with 19 nodes and 39 bidirectional

links (Figure 3.3) for the physical topology. To simplify the interaction model, we did not take

into account the wavelength continuity constraint in these experiments, that is, we assumed that all

nodes have full wavelength converters on all input and output ports and each node has 8 ports for

each direction (i.e., 8 input ports and 8 output ports). We used a randomly-generated traffic demand

in the following evaluations.

3.1.6 Degradation of Underlay Network Performance

The main objective of this section is to discuss the influence that overlay routing has on layered

traffic engineering. For the purposes of comparison, we used fiber topologies, on which lightpaths

are statically configured on a single fiber, i.e., the VNT is equivalent to the physical topology, and

the configured topology is fixed.

We show the maximum link utilization in Figure 3.4. In this figure, the horizontal axis shows
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Figure 3.4: Maximum link utilization

the total amount of traffic demand, and the vertical axis shows the maximum link utilization. We

observed that the maximum link utilization increases as the proportion of the overlay traffic in-

creases in the case of all the layered traffic engineering algorithms. With a small amount of overlay

traffic (α = 0.1), the maximum link utilization of the MLDA and e-MLDA with overlay traffic is

twice as large as the result without overlay traffic, and a slight degradation is observed in the case

of the fiber topology. Although the utilization of the fiber topology gets larger as α increases, the

utilization of the MLDA and e-MLDA increases much more severely compared with the result of

the fiber topology. This degradation is caused by two factors. One is due to the interaction between

overlay nodes, and the other is due to the interaction between overlay routing and layered traffic

engineering. We refer to the interaction between overlay routing and layered traffic engineering as
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the “vertical interaction” and the interaction between overlay nodes as the “horizontal interaction”.

Note that only the horizontal interaction appears in the fiber topology since no VNT reconfiguration

occurs. In the case of the MLDA and e-MLDA, both the vertical interaction and horizontal interac-

tion degrade the maximum link utilization since a VNT is reconfigured in response to the dynamics

of overlay routing. By comparing the results of the MLDA or e-MLDA with the results of the fiber

topology, we can see that the vertical interaction has more effect than the horizontal interaction on

the degradation of the maximum link utilization.

3.1.7 Instability of Underlay Network State

In the previous section, we showed that the vertical interaction between overlay routing and layered

traffic engineering degraded the maximum link utilization. In this section, we show that the coex-

istence of both overlay routing and layered traffic engineering leads to layered traffic engineering

instability.

Figure 3.5 shows that the maximum link utilization depends on the rounds at which layered

traffic engineering or overlay routing takes their actions. As we described above, for the all layered

traffic engineering methods, the maximum link utilization increases if the amount of the overlay

traffic is larger than 0.1. Therefore, we set α to 0.2, as shown in this figure, and looked for causes

of the degradation mentioned above. When a VNT is dynamically controlled, (i.e., the MLDA or

e-MLDA is applied), the fluctuation of the maximum link utilization is larger and the cycle of the

fluctuation is irregular. That is, the network becomes unstable due to the vertical interaction.

Figure 3.6 shows the fluctuation of the traffic volume on each link. The error bars show the max-

imum and minimum values of the traffic volume in the evaluation, and a point in the bar indicates

the average value during the simulation. The horizontal axis represents the link index that is speci-

fied uniquely by the source-destination pair. For the all VNTs, the traffic volume of almost all links

fluctuates. This result indicates that the horizontal interaction fluctuates the traffic volume on each

link. However, the vertical influence is significant in the traffic demands for source-destination pairs

on the VNT. Figure 3.7 shows the maximum, minimum, and average traffic demand for each node

pair. We also observed that the traffic demand fluctuates drastically when the VNT is dynamically

controlled via the MLDA or e-MLDA. If overlay routing and layered traffic engineering coexist on

the same network, the network state becomes unstable and its performance is drastically degraded.

The main reason for this instability is that the layered traffic engineering algorithms generate VNTs
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Figure 3.5: Fluctuation of maximum link utilization (α = 0.2, total traffic: 10)

on the basis of the current traffic demand. As shown in Figure 3.7, if there is selfish overlay routing

in the network, the traffic demand drastically changes. Since the traffic demand is the most impor-

tant input parameter for designing VNTs, traffic demand fluctuation leads to a significant layered

traffic engineering instability.
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Figure 3.6: Traffic volume on each link (α = 0.2, total traffic: 10)

3.2 Improving Stability of Network State

3.2.1 Hysteresis

In this section, we apply hysteresis to layered traffic engineering in order to overcome the problem

of vertical interaction. Hysteresis is the property of systems that do not immediately react to forces

applied to them. This property is often used to avoid routing fluctuation [22, 30, 62].

As discussed in the previous section, the traffic demand heavily fluctuates in the case that over-

lay routing and layered traffic engineering coexist. Because the traffic demand is the input parameter

of the layered traffic engineering algorithms, applying hysteresis to the traffic demand in order to
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Figure 3.7: Fluctuation of traffic demand (α = 0.2, total traffic: 10)

suppress the influence imposed by overlay routing is one possible application. We refer to this

application as “demand hysteresis”. Another application is utilization hysteresis, in which the hys-

teresis property is used for the maximum link utilization. In the case of utilization hysteresis, the

current VNT is kept if the improvement in the link utilization of the new VNT is less than a particu-

lar hysteresis threshold. We expect this leads to a decrease in the number of VNT reconfigurations.

We describe each application in more detail in the following sections.
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Demand Hysteresis

Demand hysteresis works as follows. Let D(t) = {dp(t)} denote the traffic demand for node pair p at
the round t and D(t−2) denote the previously observed traffic demand at round t−2. Note that the
overlay network updates its routes at round t−1. We first temporarily calculate a VNT Ch(t) using

the current traffic demand D(t). The VNT Ch(t) is represented by a set of chp(t), where c
h
p(t) is the

capacity between node pair p at round t. We then compare the traffic demand dp(t) with dp(t− 2)
for each node pair. If the current traffic demand dp(t) decreases below the ratio of Hl or increases

above the ratio of Hu, we use chp(t) as the new capacity for node pair p. Otherwise, cp(t−2) is kept.
More precisely, cp(t), where C(t) = {cp(t)} is the VNT that is actually used as the IP layer topology,
is updated by the following equations.

cp(t) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

chp(t) if dp(t) > (1+Hu) ·dp(t)
chp(t) if dp(t) < (1−Hl) ·dp(t)
cp(t−2) otherwise

Demand hysteresis is aimed at stabilizing layered traffic engineering by absorbing the fluctuation of

the traffic demand and reduces unnecessary topology changes. That is, layered traffic engineering,

to which demand hysteresis is applied, reacts slowly against the heavy fluctuation of the traffic

demand.

Utilization Hysteresis

Utilization hysteresis works as follows. Similar to demand hysteresis, we first temporarily calculate

the VNT, Ch(t), using the current traffic demand D(t). We then calculate the expected link utiliza-

tion Uh(t) using D(t) and Ch(t). We next compare the maximum link utilization max(Uh(t)) with

max(U(t− 1)), where U(t− 1) is the link utilization after the overlay network updates its route. If
the improvement in the maximum link utilization is larger than the ratio of H, we use Ch(t) as the

new VNT. Utilization hysteresis is formulated as follows.

C(t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ch(t) if max(Uh(t)) < (1−H) ·max(U(t−1))
C(t−2) otherwise

.
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Utilization hysteresis stabilizes layered traffic engineering by keeping the current VNT if there is

little benefit of changing to the new VNT.

3.2.2 Performance Evaluation

We evaluated demand hysteresis and utilization hysteresis via computer simulations. We used the

same simulation model as presented in Section 3.1, but in this section, the MLDA is selected as the

layered traffic engineering algorithm. In obtaining the following figures, the hysteresis mechanisms

are not applied during the first 20 rounds to disregard the transient phase. Figures 3.8 and 3.9 show

the fluctuation of the maximum link utilization when utilization hysteresis and demand hysteresis

are applied. The vertical axis shows the maximum link utilization, and the horizontal axis shows

the rounds. Looking at these figures, we observe that the maximum utilization with utilization hys-

teresis is stable compared to that without hysteresis. However, in contrast to utilization hysteresis,

the maximum utilization still fluctuates for demand hysteresis. The main purpose of demand hys-

teresis is to decrease the number of changed lightpaths by absorbing the fluctuation of the traffic

demand caused by overlay routing. However, decreasing the number of changed lightpaths can-

not lead to an improvement in the stability of the maximum link utilization. To explain this more

clearly, we evaluated two hysteresis applications, and we compared the number of changed light-

paths to investigate the efficiency of demand hysteresis. The results of our evaluation are shown in

Figures 3.10 and 3.11. We define the number of changed lightpaths at round t as
∑ |ce(t)−ce(t−2)|.

The number of changed lightpaths is decreased by more than 50% in the case that demand hys-

teresis is applied. However, demand hysteresis cannot make the number of changed lightpaths zero

since traffic demand still fluctuates due to the selfish behavior of overlay routing. In the case of

utilization hysteresis, the number of changed lightpaths is always zero if layered traffic engineering

maintains the current VNT. These results show that the changes in the VNT lead to the fluctuation

of the maximum link utilization, even if those changes are small.

More detailed observations of these figures show that the performance does not strongly depend

on the decision of the hysteresis threshold H in the case that utilization hysteresis is applied. If a

large hysteresis threshold H is used, the layered traffic engineering does not immediately react

against the changes in the network environments. This means that a large H leads to a worse

performance since the VNT configured for the previously observed traffic demand is kept. However,

the results shown in Figure 3.8 are different from expected results. We changed the ratio of overlay
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(a) No hysteresis (b) Hysteresis (H=0.0)

(c) Hysteresis (H=0.2) (d) Hysteresis (H=0.4)

Figure 3.8: Fluctuation of maximum link utilization (Utilization hysteresis, α = 0.2, total traffic:
10)

traffic α from 0.2 to 0.3 in Figures. 3.12 and 3.13. In Figure 3.12, the maximum link utilization

of H = 0.0 is the lowest, while the utilization of H = 0.0 in Figure 3.8 is the highest. Moreover,

the average maximum link utilization with hysteresis is worse than that without hysteresis. These

results show that the network performance does not strongly depend on the hysteresis threshold H

itself. The layered traffic engineering method with demand hysteresis (α= 0.3), the results of which

are shown in Figure 3.13, does not lead to a stable state. Since demand hysteresis is not effective

compared with utilization hysteresis, in the next section, we will focus on utilization hysteresis and

extend it to avoid slipping into undesirable stable states.
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Figure 3.9: Fluctuation of maximum link utilization (Demand hysteresis, α = 0.2, total traffic: 10)
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Figure 3.10: Number of changed lightpaths (Utilization hysteresis, α = 0.2, total traffic: 10)
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Figure 3.11: Number of changed lightpaths (Demand hysteresis, α = 0.2, total traffic: 10)
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Figure 3.12: Fluctuation of maximum link utilization (Utilization hysteresis, α = 0.3, total traffic:
10)
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Figure 3.13: Fluctuation of maximum link utilization (Demand hysteresis, α = 0.3, total traffic: 10)
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3.3 Improving Network Performance

Applying utilization hysteresis to layered traffic engineering can improve the stability of the net-

work, but cannot always improve the performance, as discussed in the previous section. In this

section, we extend utilization hysteresis to improve both the stability and performance.

3.3.1 Two-State Utilization Hysteresis

As we discussed in Section 3.2, utilization hysteresis can improve the network stability, but cannot

always converge to a state that has lower maximum link utilization. Route flapping occurs, and the

routes of the overlay network oscillate between approximately two routes, which results in high link

utilization and relatively low link utilization if the VNT is fixed. Hence, the method with utilization

hysteresis causes the layered traffic engineering to slip into a stable state when the hysteresis de-

cides to continue using the current VNT for two consecutive rounds of layered traffic engineering.

Therefore, we extended utilization hysteresis, called “two-state utilization hysteresis”, to prevent

layered traffic engineering from slipping into a stable state when the maximum link utilization is

high. To do this, we introduced another threshold θ that determines whether utilization hysteresis

is applied or not. If the current maximum link utilization u is higher than θ, utilization hysteresis

is not applied to layered traffic engineering so that it does not slip into an undesirable state, where

u is high. Otherwise, utilization hysteresis, described in Section 3.2, is performed. We define the

threshold θ= ul+(uu−ul)/k, where ul and uu are the minimum and maximum value of the maximum
link utilization obtained up to this point, respectively, and k is a control parameter for adjusting θ.

The utilizations ul and uu are updated every time layered traffic engineering is performed. When

u is higher than θ, layered traffic engineering regards the maximum link utilization of the current

VNT as high. In this case, utilization hysteresis is not applied to layered traffic engineering, and the

VNT is immediately reconfigured so that it does not slip into a stable state that has high maximum

link utilization. Then layered traffic engineering again searches for another stable state where the

maximum link utilization is sufficiently low.

3.3.2 Performance Evaluation

We evaluated two-state utilization hysteresis under the same simulation model as the one described

in the previous section. The simulation parameters were set to the same as those in Figure 3.12.
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(a) No hysteresis (b) Hysteresis (H=0.0)

(c) Hysteresis (H=0.2) (d) Hysteresis (H=0.4)

Figure 3.14: Fluctuation of maximum link utilization (Two-state utilization hysteresis, α= 0.3, total
traffic: 10, k = 3.0)

Figures 3.14 and 3.15 respectively show the fluctuation of the maximum link utilization in the case

that k is 3.0 and 5.0. These figures clearly show that layered traffic engineering becomes stable and

the maximum link utilization is lower than that shown in Figure 3.12. However, these figures also

show that the convergence time, which is defined as the period of time before the VNT is stable,

becomes longer than that shown in Figure 3.12. This is because a larger value of k places more

restriction on the region where utilization hysteresis is applied and thus seeking a stable state that

has lower maximum link utilization is difficult. In the next section, we show another extension that

shortens the convergence time.
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(a) No hysteresis (b) Hysteresis (H=0.0)

(c) Hysteresis (H=0.2) (d) Hysteresis (H=0.4)

Figure 3.15: Fluctuation of maximum link utilization (Two-state utilization hysteresis, α= 0.3, total
traffic: 10, k = 5.0)

3.4 Enhancing Adaptability to Fluctuations in Traffic Demand

In this section, we introduce a filtering method to achieve fast convergence of layered traffic engi-

neering with two-state utilization hysteresis.

3.4.1 Filtering

As mentioned in the previous section, the convergence time is longer if the layered traffic engi-

neering method with two-state utilization hysteresis is used. Since two-state utilization hysteresis

restricts the region in which utilization hysteresis is applied, the chances that layered traffic engi-

neering converges to a stable state decrease and therefore the convergence time becomes longer.
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(a) Node pair (0, 1) (b) Node pair (10, 9)

Figure 3.16: Number of lightpaths (α = 0.3, total traffic: 10, k = 5.0)

When utilization hysteresis is not applied due to the high maximum link utilization, the VNT is re-

configured in the same way as the layered traffic engineering method without utilization hysteresis.

These changes in the VNTs lead to network instability. To achieve fast convergence, a mechanism

to reduce the changes in VNTs is needed.

To investigate changes in VNTs in more detail, we observed the number of lightpaths between

node pairs. We selected two node pairs that have a typical tendency, and we show the results of

using these node pairs in Figure 3.16. Node ID in this figure is shown in Figure 3.3. The horizontal

axis shows the rounds, and the vertical axis shows the number of lightpaths between a node pair.

In Figure 3.16(a), one lightpath is configured from node 0 to 1 at most rounds, and the number

of lightpaths finally converges to 1; however, only at rounds 60, 160, and 350, are two lightpaths

configured. In Figure 3.16(b), two lightpaths are configured at almost all the rounds, and the number

of lightpaths finally converges to 2, although the number of lightpaths decreases or increases in a

short period. We find these results in more than half of all the node pairs. We refer to these small

changes in the number of lightpaths as “spike lightpath changes”. These multiple spike lightpath

changes lead to a large change in VNT and the network instability.

To achieve fast convergence of layered traffic engineering, we introduced a filtering method to

layered traffic engineering that reduces the spike lightpath changes. The layered traffic engineer-

ing method with filtering remembers the number of lightpaths that the layered traffic engineering

method has calculated, that is, Ch(t) = {chp(t)}, described in Section 3.2. Here, the history of the past
T rounds of the layered traffic engineering method is maintained, (Ch(t− 2),Ch(t− 4), . . . ,Ch(t−
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2T )). If n lightpaths were configured between a node pair p at more than x% of rounds in this

history, the number of lightpaths between p is set to n, even if chp(t) is different from n. This is how

the filtering method reduces the spike lightpath changes and thus achieves fast convergence. In the

following subsection, we show that the filtering method reduces the convergence time of layered

traffic engineering.

3.4.2 Performance Evaluation

We evaluated the filtering method under the same simulation environments as those described in

the previous section. The simulation parameters were set to the same as those in Figure 3.15.

The convergence time in Figure 3.17(b) is 72% shorter than that in Figure 3.15(a). In the case that

H = 0.4, the convergence time with the filtering method is also 71% rounds shorter than that without

the filtering method. The maximum link utilization in the stable state is almost the same since the

filtering method only reduces the spike lightpath changes, and the generated VNT is almost the

same as the VNT generated by layered traffic engineering without the filtering method. These

results show that the filtering method enhances the feasibility of the real network by reducing the

convergence time.

We next evaluated adaptability for changes in the traffic demand in the situation when the traffic

demand is dynamically changed. To evaluate the adaptability, we randomly generated the traffic

demand at the same interval of rounds while keeping the sum of the traffic demand constant. We

refer to this interval as the “changing interval”. The other simulation conditions we used are the

same as those described in the previous section. Figure 3.18 shows that the maximum link utiliza-

tion depends on the rounds for k = 3.0. In the case that the changing interval is 40, i.e., 20 VNT

reconfigurations, layered traffic engineering follows almost all the changes in the traffic demand.

However, only at rounds 1440 and 1480 does the layered traffic engineering not converge until the

next traffic change occurs. If the changing interval is longer than 40, layered traffic engineering con-

verges, although the maximum link utilization fluctuates for a short period after the traffic change

occurs. We next evaluated the adaptability for k = 5.0. The results of our evaluation are shown in

Figure 3.19. layered traffic engineering cannot follow the changes in the traffic demand in the case

that the changing interval is 40. As we mentioned in Section 3.3, the region where hysteresis is

applied becomes narrow and therefore the convergence time becomes longer if the large k is used.

This also leads to the degradation of the adaptability for the traffic changes. In the case that the
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(a) No hysteresis (b) Hysteresis (H=0.0)

(c) Hysteresis (H=0.2) (d) Hysteresis (H=0.4)

Figure 3.17: Fluctuation of maximum link utilization (Two-state utilization hysteresis, filtering,
α = 0.3, total traffic: 10, k = 5.0)

changing interval is 100, layered traffic engineering follows almost all the changes in the traffic de-

mand except at round 200. Although our methods do not always follow extremely heavy changes in

the traffic demand, they follow almost all the changes. The reason for this is that layered traffic en-

gineering with the hysteresis mechanism reconfigures its VNT immediately to adapt to changes in

the traffic demand if the performance of the VNT is degraded due to changes in the traffic demand.
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(a) Changing interval: 400 (b) Changing interval: 200

(c) Changing interval: 100 (d) Changing interval: 40

Figure 3.18: Fluctuation of maximum link utilization (Two-state utilization hysteresis, filtering,
α = 0.2, total traffic: 10, k = 3.0)

3.5 Summary

In this chapter, we discussed the selfish behavior of overlay routing on top of a VNT. We revealed

that the dynamics of overlay routing cause high fluctuations in traffic demand, which lead to a sig-

nificant layered traffic engineering instability. To overcome the traffic demand fluctuation and to

make layered traffic engineering more stable, we applied demand hysteresis and utilization hys-

teresis to layered traffic engineering. We found that demand hysteresis improves the stability in

terms of the number of changed lightpaths, but does not provide the stable maximum link utiliza-

tion, especially when the overlay traffic ratio is large. We also found that utilization hysteresis

improves the stability, but cannot always improve the maximum link utilization. Because of this,

we proposed a two-state utilization hysteresis method that applies utilization hysteresis only when
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(a) Changing interval: 400 (b) Changing interval: 200

(c) Changing interval: 100 (d) Changing interval: 40

Figure 3.19: Fluctuation of maximum link utilization (Two-state utilization hysteresis, filtering,
α = 0.2, total traffic: 10, k = 5.0)

the maximum link utilization is sufficiently low. Simulation results show that two-state utilization

hysteresis improves both the stability and the maximum link utilization. However, the convergence

time becomes longer. To achieve faster convergence, we introduced a filtering method to the layered

traffic engineering method with two-state utilization hysteresis. Through simulations, we showed

that the filtering method reduces the convergence time. Both the hysteresis method and filtering

method aim at improving the layered traffic engineering stability by reducing unnecessary changes

in the VNT. In general, these types of approaches degrade the adaptability for changes in the traffic

demand since the two methods tend to continue using the VNT designed for the old traffic demand.

Although the layered traffic engineering method with two-state utilization hysteresis and filtering do

not always follow extremely heavy changes in the traffic demand, it follows almost all the changes.
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Chapter 4

Adaptive Layered Traffic Engineering

against Changes in Environments

The growth of the Internet and emerging application layer technologies cause numerous changes in

network environments. Therefore, it becomes important to achieve adaptive methods of controlling

networks in addition to optimizing their performance. We propose an adaptive layered traffic engi-

neering method in wavelength-routed WDM networks in this chapter. To achieve adaptability in the

layered traffic engineering method, we focus on attractor selection, which models behaviors where

biological systems adapt to unknown changes in their surrounding environments and recover their

conditions. Our layered traffic engineering method uses deterministic and stochastic behaviors and

controls these two appropriately by simple feedback of the conditions on an IP network. By using

stochastic behavior, our new approach adapts to various changes in environments. Moreover, to de-

fine feedback of the conditions on the IP network, our proposed scheme only uses load information

on links, which is easily and directly retrieved, and thus achieves quick responses to changes in

traffic demand. The simulation results indicate that our layered traffic engineering method based on

attractor selection quickly and adaptively responds to various changes in environments, i.e., changes

in traffic demand and link failures.
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4.1 Attractor Selection

Here, we briefly describe attractor selection, which is the key mechanism in our layered traffic

engineering method. The original model for attractor selection was introduced in [53].

4.1.1 Concept of Attractor Selection

The dynamic system that is driven by attractor selection uses noise to adapt to environmental

changes. In attractor selection, attractors are a part of the equilibrium points in the solution space

in which the system conditions are preferable. The basic mechanism consists of two behaviors,

i.e., deterministic and stochastic behaviors. When the current system conditions are suitable for the

environment, i.e., the system state is close to one of the attractors, deterministic behavior drives the

system to the attractor. Where the current system conditions are poor, stochastic behavior domi-

nates over deterministic behavior. While stochastic behavior is dominant in controlling the system,

the system state fluctuates randomly due to noise and the system searches for a new attractor. When

the system conditions have recovered and the system state comes close to an attractor, determinis-

tic behavior again controls the system. These two behaviors are controlled by simple feedback of

the conditions of the system. In this way, attractor selection adapts to environmental changes by

selecting attractors using stochastic behavior, deterministic behavior, and simple feedback. In the

following section, we introduce attractor selection that models the behavior of gene regulatory and

metabolic reaction networks in a cell.

4.1.2 Cell Model

Figure 4.1 is a schematic of the cell model used in [53]. It consists of two networks, i.e., the gene

regulatory network in the dotted box at the top of Figure 4.1 and the metabolic reaction network in

the box at the bottom.

Each gene in the gene regulatory network has an expression level of proteins and deterministic

and stochastic behaviors in each gene control the expression level. Deterministic behavior con-

trols the expression level due to the effects of activation and inhibition from the other genes. In

Figure 4.1, the effects of activation are indicated by the triangular-headed arrows and those of inhi-

bition are indicated by the circular-headed arrows. In stochastic behavior, inherent noise randomly

changes the expression level.
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Figure 4.1: Gene regulatory and metabolic reaction networks
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In the metabolic reaction network, metabolic reactions consume various substrates and produce

new substrates. These metabolic reactions are catalyzed by proteins on corresponding genes. In

the figure, metabolic reactions are illustrated as fluxes of substrates and catalyses of proteins are

indicated by the dashed arrows. The changes in concentrations of metabolic substrates are given by

metabolic reactions and the transportation of substrates from the outside of the cell. Some nutrient

substrates are supplied from the environment by diffusion through the cell membrane.

The growth rate is determined by dynamics in the metabolic reactions. Some metabolic sub-

strates are necessary for cellular growth, and thus the growth rate is determined as an increasing

function of their concentrations. The gene regulatory network uses the growth rate as feedback of

the conditions on the metabolic reaction network and controls deterministic and stochastic behav-

iors by using the growth rate. If the metabolic reaction network is in poor condition and the growth

rate is small, the influence of stochastic behavior dominates deterministic behavior, triggering a

search for a new attractor. During this phase, the expression levels are randomly changed by noise,

and the gene regulatory network searches for a state that is suitable for the current environment.

After the conditions of the metabolic reaction network have been recovered and the growth rate

increases, deterministic behavior again drives the gene regulatory network to stable states.

The following section describes the mathematical model of attractor selection in more detail.

4.1.3 Mathematical Model of Attractor Selection

The internal state of a cell is represented by a set of expression levels of proteins on n genes,

(x1, x2, . . . , xn), and concentrations of m metabolic substrates, (y1,y2, . . . ,ym). The dynamics of the

expression level of the protein on the gene i, xi, is described as

dxi
dt
= f

⎛⎜⎜⎜⎜⎜⎜⎜⎝
n∑
j=1

Wi jx j− θ
⎞⎟⎟⎟⎟⎟⎟⎟⎠ · vg− xivg+η. (4.1)

The first and second terms at the right hand side represent the deterministic behavior of gene i, and

the third term represents stochastic behavior. In the first term, the regulation of protein expression

levels on gene i by other genes are indicated by regulatory matrixWi j, which takes 1, 0, or −1, corre-
sponding to activation, no regulatory interaction, and inhibition of the gene i by the gene j. The rate

of increase in the expression level is given by the sigmoidal regulation function, f(z) = 1/(1+ e−μz),

where z =
∑
Wi jx j−θ is the total regulatory input with threshold θ for increasing xi, and μ indicates
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the gain parameter of the sigmoid function. The second term represents the rate of decrease in the

expression level on gene i. This term means that the expression level decreases depending on the

current expression level. The last term at the right hand side in Eq. (4.1), η, represents molecular

fluctuations, which is Gaussian white noise. Noise η is independent of production and consumption

terms and its amplitude is constant. The change in expression level xi is determined by determin-

istic behavior, the first and second terms in Eq. (4.1), and stochastic behavior η. The deterministic

and stochastic behaviors are controlled by growth rate vg, which represents the conditions of the

metabolic reaction network.

In the metabolic reaction network, metabolic reactions, which are internal influences, and the

transportation of substrates from the outside of the cell, which is an external influence, determine

the changes in concentrations of metabolic substrates yi. The dynamics of yi are defined as

dyi
dt
= ε ·

⎛⎜⎜⎜⎜⎜⎜⎜⎝
n∑
j=1

m∑
k=1

Con(k, j, i) · x j · yk −
n∑
j′=1

m∑
k′=1

Con(i, j′,k′) · x j′ · yi
⎞⎟⎟⎟⎟⎟⎟⎟⎠+D · (Yi− yi), (4.2)

where ε and D are the coefficients of the metabolic reactions and the diffusion, respectively. The

variable Yi represents the concentration of substrate i in the environment. Metabolic reactions are

catalyzed by proteins on corresponding genes. The relations of metabolic reactions and genes are

represented by the matrix Con(i, j,k), which takes 1 if there is a metabolic reaction from substrate i

to substrate k catalyzed by protein j, and 0 otherwise. The expression level x j decides the strength

of catalysis. A large expression level accelerates the metabolic reaction and a small expression level

suppresses it. In other words, the gene regulatory network controls the metabolic reaction network

through catalyses.

Some metabolic substrates are necessary for cellular growth. Growth rate vg is determined as

an increasing function of the concentrations of these vital substrates. In [53], for instance, vg is

represented as

vg ∝min(y1,y2, . . . ,yr), (4.3)

where (y1,y2, . . . ,yr) are the vital substrates. The gene regulatory network uses vg as the feedback of

the conditions on the metabolic reaction network and controls deterministic and stochastic behav-

iors. If the concentrations of the required substrates decrease due to changes in the concentrations

of nutrient substrates outside the cell, vg also decreases. By decreasing vg, the effects that the first
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and second terms in Eq. (4.1) have on the dynamics of xi decrease, and the effects of η increase rel-

atively. Thus, xi fluctuates randomly and the gene regulatory network searches for a new attractor.

The fluctuations in xi lead to changes in the rate of metabolic reactions via the catalyses of proteins.

When the concentrations of the required substrates again increase, vg also increases. Then, the first

and second terms in Eq. (4.1) again dominate the dynamics of xi over stochastic behavior, and the

system converges to the state of the attractor. In our method, we mainly use the gene regulatory

network and only mentioned concept of the metabolic reaction network. The next section explains

the layered traffic engineering method based on this attractor selection model.

4.2 Layered Traffic Engineering Based on Attractor Selection

This section proposes a layered traffic engineering method based on the attractor selection model.

We first introduce the network model that we use. Then, we outline our layered traffic engineering

method based on attractor selection, and then describe our approach in detail.

4.2.1 Network Model

Our network consists of two layers: an optical and an IP layer as shown in the left of Figure 4.2. On

the optical layer, theWDM network consists of OXCs and optical fibers. Layered traffic engineering

configures lightpaths between IP routers via OXCs on the WDM network and these lightpaths and

IP routers form a VNT. On the IP layer, packets are forwarded along the routes that are determined

by IP routing on this VNT. In this chapter, we use the WDM network as a network infrastructure

that provides a set of lightpaths.

4.2.2 Overview of Layered Traffic Engineering Based on Attractor Selection

In attractor selection, the gene regulatory network controls the metabolic reaction network, and the

growth rate, which is the status of the metabolic reaction network, is recovered when the growth

rate is degraded due to changes in the environment. In our layered traffic engineering method, the

main objective is to recover the performance of the IP network by appropriately constructing VNTs

when performance is degraded due to changes in traffic demand. Therefore, we interpret the gene

regulatory network as a WDM network and the metabolic reaction network as an IP network, as

shown in Figure 4.2. The layered traffic engineering method drives the IP network in this way by
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Figure 4.2: Interpretation of attractor selection into layered traffic engineering

constructing VNTs and the performance of the IP network recovers after it has degraded due to

changes in traffic demand.

The control loop for our layered traffic engineering method is illustrated in Figure 4.3. Our pro-

posed approach works on the basis of periodic measurements of the link load, which is the volume

of traffic on links, and it uses load information on links to know the conditions of the IP network.

This information is converted to activity, which is the value to control deterministic and stochastic

behaviors. We describe the activity in Section 4.2.5. Our method controls the deterministic and

stochastic behaviors in the same way as attractor selection depending on the activity. We describe

the deterministic and stochastic behaviors of our layered traffic engineering method in Section 4.2.3.

Our method constructs a new VNT according to the system state of attractor selection, and the con-

structed VNT is applied as the new infrastructure for the IP network. By flowing traffic demand on

this new VNT, the load on links in the IP network is changed, and our method again retrieves this

information to know the conditions of the IP network.

In addition to the adaptability of attractor selection, we also focus on another feature of biolog-

ical systems. Biological systems including attractor selection control their state with only limited

information since they have limited mechanisms to transmit information. Although the gene regu-

latory network in attractor selection only uses the growth rate as information to know the conditions
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Figure 4.3: Control loop for layered traffic engineering based on attractor selection

of the metabolic reaction network, it is able to adapt to changes in the environment and recover the

conditions of the metabolic reaction network by using stochastic behavior. We use this character-

istic to achieve quick responses to changes in traffic demand. Unlike many existing heuristic or

optimization-based layered traffic engineering methods, which use traffic demand matrices for con-

structing VNTs, our proposed scheme only collects load information on links to know the conditions

of the IP network. It generally requires a long time to measure the network to obtain information on

the traffic demand matrix. In contrast, load information on links can easily and directly be retrieved

by using SNMP within a short time. Therefore, our approach responds to environmental changes

more quickly than existing layered traffic engineering methods.
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4.2.3 Dynamics of VNT Control

The following sections describe our layered traffic engineering method in detail. We use i, j, s, and

d as indexes of nodes, and pi j as an index of the source-destination pair from node i to j.

We place genes on the source-destination pair where lightpaths can be placed. Expression level

of each gene determines the number of lightpaths on those node pairs. Removing genes on the node

pairs makes the lightpath not to place on those node pairs. Thus, to incorporate physical constraints

imposed by the characteristics of theWDM transmission technology, we should calculate node pairs

that satisfy the constraints before performing our proposed method. In this chapter, we do not con-

sider physical constraints of the WDM transmission technology, i.e., we place the genes on every

source-destination pair. To avoid confusion, we refer to genes placed on the WDM network as con-

trol units and the expression levels of the control units as control values. In the gene regulatory and

metabolic reaction networks, the expression levels on genes control the strength of corresponding

metabolic reactions, which are represented as flows between substrates. In our method, the control

values determine the number of lightpaths, and those lightpaths form a VNT. Therefore, we control

flows on IP network through control values in the same way as the gene regulatory and metabolic

reaction networks.

The dynamics of xpi j is defined by the following differential equation,

dxpi j
dt
= vg · f

⎛⎜⎜⎜⎜⎜⎜⎝
∑
psd

W(pi j, psd) · xpsd − θpi j
⎞⎟⎟⎟⎟⎟⎟⎠− vg · xpi j +η, (4.4)

where η represents white Gaussian noise, f(z)= 1/(1+exp(−z)) is the sigmoidal regulation function,
and vg is the value that indicates the condition of the IP network. We use the same formula as in

Eq. (4.1) to determine the control values. According to the observation in [53], we use white

Gaussian noise with a mean of 0 and a variance of 0.1 for η.

Our main objective in this chapter is to achieve the adaptability to changes in traffic demand,

not to optimize performance such as minimizing the maximum link utilization. However, we never

omit the achievable performance of our proposed method. To achieve at least the same level of the

performance as existing heuristic approaches, we control the number of lightpaths by adjusting a

parameter θpi j in Eq. (4.4) dynamically according to link load. The number of lightpaths between

node pair pi j is determined according to value xpi j . We assign more lightpaths to a node pair
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Figure 4.4: Sigmoid function

that has a high control value than a node pair that has a low control value. Function f(zpi j − θpi j),
where zpi j =

∑
psd W(pi j, psd) · xpsd , has its center at zpi j = θpi j and exhibits rapid growth near θpi j , as

shown in Figure 4.4. With smaller θpi j , the curve of f(zpi j − θpi j) is shifted in the negative direction,
and therefore f(zpi j − θpi j) increases. This increases dxpi j/dt, and this then leads to an increase in
xpi j . This is equivalent to increasing the number of lightpaths between pi j in our layered traffic

engineering method. In the same way, a larger θpi j leads to a decrease in xpi j and then decreases the

number of lightpaths between pi j. Therefore, in our layered traffic engineering method, we control

the number of lightpaths by adjusting θpi j depending on the load on the link. To reduce the influence

from fluctuations of the measured link load on layered traffic engineering, we use the exponential

moving average of the link load, ypi j , with a smoothing factor of 0.5. To assign more lightpaths to a

node pair that has a highly loaded link, we decrease θpi j for node pair pi j that has high ypi j . As seen

in Figure 4.5, we determine θpi j by using θpi j = −(ypi j − ymin)/(ymax − ymin)× 2θ	 − θ	, where θ	 is
the constant value that represents the range of θpi j , and ymax and ymin correspond to the maximum

and minimum load in the network. If node pair pi j has no links, we use ymin as ypi j to gradually

modify the VNT.
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Figure 4.5: Mapping ypi j to θpi j

4.2.4 Regulatory Matrix

The regulatory matrix is an important parameter since the deterministic behavior of our layered

traffic engineering method is dominated by this matrix. Each element in the regulatory matrix,

which is denoted asW(pi j, psd), represents the relation between node pair pi j and psd. The value of

W(pi j, psd) is a positive number αA, zero, or a negative number αI , corresponding to activation, no

relation, and inhibition of the control unit on pi j by the control unit on psd. If the control unit on pi j

is activated by that on psd, increasing xpsd leads to increasing pi j. That is, node pair psd increases

the number of lightpaths on pi j in our layered traffic engineering method.

Let us consider three motivations for setting up or tearing down lightpaths for defining the reg-

ulatory matrix, i.e., establishing lightpaths for detouring traffic, increasing the number of lightpaths

for the effective transport of traffic on the IP network, and decreasing the number of lightpaths due

to a certain fiber being shared with other node pairs. First, for detouring traffic on the route from

node i to j to other lightpaths, new lightpaths should be set up between node pair pi j. Therefore,

we interpret this motivation as the activation of the control unit on pi j by the control units on each
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node pair along the route of the lightpath between pi j. Let us next consider the situation where a

path on the IP network uses the lightpaths on pi j and psd. In this case, a certain amount of traffic on

pi j is also transported on psd. Thus, if the number of lightpaths on pi j is increased, the number of

lightpaths on psd should also be increased for IP traffic to be effectively transported. Therefore, the

control units on pi j and psd activate each other. Finally, let us consider the relation between node

pairs that share a certain fiber. Here, if the number of lightpaths on one node pair increases, the

number of lightpaths on the other node pairs should decrease because of limitations on wavelengths.

Therefore, the control unit on pi j is inhibited by the control unit on psd if lightpaths between these

node pairs share the same fiber. To achieve a more effective layered traffic engineering method in

terms of optimal performance, other motivations such as the relation between adjacent node pairs

should be considered. Since the main purpose in this research is to achieve an adaptive layered

traffic engineering method, we consider these three motivations mentioned above.

The positive number, αA, and the negative number, αI , represent the strength of activation and

inhibition. The total regulatory input to each control unit, zpi j =
∑
psd W(pi j, psd)xpsd , is inherent

in Eq. (4.4) and should be independent of the number of control units since the appropriate regu-

latory input is determined by the sigmoid function, f(zpi j). To achieve a layered traffic engineer-

ing method that flexibly adapts to various environmental changes, Eq. (4.4) must have a sufficient

number of equilibrium points, which are potential attractors depending on the surrounding envi-

ronments. In [53], the authors evaluated their attractor selection model under a scenario where

the gene regulatory network had 36 genes and each gene was activated or inhibited by other genes

with a probability of 0.03. They demonstrated that the attractor selection model was extremely

adaptable against environmental changes. We determine αA and αI on the basis of their results.

Since zpi j cannot be retrieved prior to calculating Eq. (4.4), we use z
′A
pi j =

∑
psd W

A(pi j, psd), and

z′Ipi j =
∑
psd W

A(pi j, psd), where WA(pi j, psd) and WI(pi j, psd) are the binary variables. The variable,

WA(pi j, psd) takes 1 if the control unit on pi j is activated by that on psd, and otherwise 0. To obtain

the relation of inhibition, WI(pi j, psd) is defined in the same way as WA(pi j, psd). The two metrics,

z′Api j and z
′I
pi j , indicate the total amount of activation or inhibition on the control unit, pi j, from the

other control units. Each gene in [53] had z′A = 0.03×36 = 1.08 since each gene was activated from
36 genes, including itself, with a probability of 0.03. In our layered traffic engineering method,

each control unit has an average of z′Api j = (
∑
pi j

∑
psd αAW

A(pi j, psd))/N, where N is the number of

control units. Thus, we define αA as αA = 1.08N/
∑
pi j

∑
psd W

A(pi j, psd). In the same way, αI is
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defined as αI = 1.08N/
∑
pi j

∑
psd W

I(pi j, psd).

4.2.5 Activity

The growth rate is the value that indicates the conditions of the metabolic reaction network, and

the gene regulatory network seeks to optimize the growth rate. In our layered traffic engineering

method, we use the maximum link utilization, which is the total amount of traffic on a link normal-

ized by its capacity, on the IP network as a metric that indicates the conditions of the IP network.

To retrieve the maximum link utilization, we collect the traffic volume on all links and select their

maximum values. This information is easily and directly retrieved by SNMP. To avoid confusion,

we will refer to the growth rate defined in our layered traffic engineering method as activity after

this. This activity must be an increasing function for the goodness of the conditions of the target

system, i.e., the IP network in our case, as mentioned in Section 4.1. Therefore, we convert the

maximum link utilization on the IP network, umax, into the activity, vg, as

vg =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

γ

1+ exp(δ · (umax− ζ)) if umax ≥ ζ
γ

1+ exp(δ/5 · (umax− ζ)) if umax < ζ
, (4.5)

where γ is the parameter that scales vg and δ represents the gradient of this function. The constant

number, ζ, is the threshold for the activity. One example curve for this activity function is plotted in

Figure 4.6. If the maximum link utilization is more than threshold ζ, the activity rapidly approaches

0 due to the poor conditions of the IP network. Then, the dynamics of our layered traffic engineering

method is governed by noise and the search for a new attractor. Where the maximum link utiliza-

tion is less than ζ, we increase the activity slowly with decaying gain in the activity to improve the

maximum link utilization. Since improving the maximum link utilization from a higher value has a

greater impact on the IP network than that from a lower value, even if the degree of improvement

is the same, we differentiate the gain of the activity as depending on the current maximum link

utilization. Moreover, by retaining the incentive for improving maximum link utilization, our lay-

ered traffic engineering method continuously attempts to improve the conditions of the IP network.

Parameter γ is set to 100, which is shown in [53] as the enough large value for the gene regulatory

network to strongly converge attractors despite the existence of noise. We set the target maximum

link utilization, ζ, to 0.5 and the gradient, δ, to 50 to achieve quick responses to changes in umax.
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Figure 4.6: A sample curve of activity

4.2.6 Virtual Network Topology Construction

The number of lightpaths between node pair pi j is calculated on the basis of xpi j . However, since

a fixed amount of noise has a constant influence on our layered traffic engineering method even

when the IP network has good conditions and activity is high, xpi j keep fluctuating. Thus, it leads

to fluctuations in VNTs to construct VNTs by using xpi j directly. To achieve stable layered traffic

engineering, we introduce hysteresis, which is often used for avoiding routing fluctuations [30].

We use x′pi j as the hysteresis applied on expression level. We set x
′
pi j to xpi j when |xpi j − x′pi j | > Δ,

and keep its current value otherwise. We determine the hysteresis threshold as Δ = vg · ε, where ε
is a constant value. Since low activity means a poor condition of the IP network, VNTs must be

reconfigured to recover. Thus, in the case of low activity, we encourage reconfigurations of VNTs

by using a small hysteresis threshold. In contrast, we use a large hysteresis threshold in the case of

high activity to improve the stability of our layered traffic engineering method. To achieve stable

layered traffic engineering in the case of high activity, we set ε to 0.0025, which makes Δ slightly

larger than the variance of noise, η.

To simplify the model of our layered traffic engineering method, we assume that the number

of wavelengths on optical fibers will be sufficient and the number of transmitters and receivers of

optical signals will restrict the number of lightpaths between node pairs. Each node has PR receivers
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and PT transmitters. We assign transmitters and receivers to lightpaths between pi j based on xpi j

normalized by the total control values for all the node pairs that use the transmitters or the receivers

on node i or j. The number of lightpaths between pi j, Gpi j , is determined as

Gpi j =min

(

PR ·

xpi j∑
s xps j

�, 
PT ·
xpi j∑
d xpid

�
)
. (4.6)

Since we adopt the floor function for converting real numbers to integers, each node has residual

transmitters and receivers. We assign one lightpath in descending order of xpi j while the constraint

on the number of transmitters and receivers is satisfied. Note that other constraints such as the

number of wavelengths on a fiber can easily be considered. For instance, restrictions on the number

of wavelengths on a fiber are satisfied by adding xpi j normalized by the total control values for all

the node pairs that use the same fiber to Eq. (4.6).

4.3 Performance Evaluation

4.3.1 Simulation Conditions

We use the European Optical Network (EON) topology shown in Figure 4.7 for the physical topol-

ogy. The EON topology has 19 nodes and 39 bidirectional links. Each node has eight transmitters

and eight receivers. We use randomly generated traffic demand matrices in the evaluations that

followed.

We focus on changes in traffic demand in the IP network and fiber failures as the environmental

changes. We consider two types of changes in traffic demand; the first included gradual and periodic

changes and the second included sudden and sharp changes. By using Fourier series, traffic demand

from node i to j at time t, di j(t), changes gradually and periodically as

di j(t) = βi j ·
⎛⎜⎜⎜⎜⎜⎜⎝a+

H∑
h=1

(
bhi j cos(

2πth
T
)+ chi j sin(

2πth
T
)

)⎞⎟⎟⎟⎟⎟⎟⎠ , (4.7)

where T is the cycle of changes in traffic demand; we use 24 hours as a cycle in this simulation.

The constant parameters a, bhi j, and c
h
i j define the curve of di j(t), and βi j scales di j(t). Since our

main objective is to achieve adaptability against changes in traffic demand and not to optimize the
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Figure 4.7: European Optical Network topology

performance of the layered traffic engineering method for realistic traffic patterns, we simply gen-

erate the parameters as follows. Parameters bhi j and c
h
i j are uniformly distributed random numbers

in a range from 0 to 1. We set the constant value a to
√
2 to ensure that di j(t) is non-negative. The

scale factor of traffic demand βi j follows a log-normal distribution with variance in the variable’s

logarithm, σ2, according to the observation in [63]. We set H to 1. For sudden and abrupt changes

in traffic demand, we randomly change βi j at certain intervals while keeping the expected value of

total traffic demand in the network constant.

4.3.2 Behaviors of Layered Traffic Engineering Based on Attractor Selection

This section explains the basic behaviors of our layered traffic engineering method. In the simu-

lation experiments, we assume that our layered traffic engineering method will collect information

about the load on links every 5 minutes.

We evaluate our layered traffic engineering method with the maximum link utilization in Fig-

ure 4.8. The horizontal axis plots the time in hours and the vertical axis plots the maximum link
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Figure 4.8: Maximum link utilization

utilization. The results for the first 24 hours have been omitted to disregard the transient phase

during the simulation. In this section, we only focus on changes in traffic demand as environmental

changes to highlight the basic behavior of our proposed method. Abrupt traffic changes occur every

3.6 hours and traffic demand continuously and gradually changes in the time between these abrupt

traffic changes. Maximum link utilization degrades drastically every 3.6 hours due to the abrupt

changes in traffic, but the maximum link utilization recovers shortly after this degradation.

To illustrate the adaptation mechanism of our layered traffic engineering method more clearly,

we will present the control values, which determine the number of lightpaths between node pairs,

and the activity, which is fed back to the our layered traffic engineering method and controls stochas-

tic and deterministic behaviors, in Figures 4.9 and 4.10, respectively. In Figure 4.9, we selected ten

control units out of 342 on all node pairs and have plotted the control values for these control units.

When there are only periodic and gradual changes in traffic demand, our proposed method adjusts

the control values depending on the changes in traffic demand. When maximum link utilization is

degraded due to sharp changes in traffic demand, this degradation is reflected as a decrease in activ-

ity as shown in Figures 4.8 and 4.10. As the result of the decreases in activity, stochastic behavior

dominates over deterministic behavior in our layered traffic engineering method. This is observed as

fluctuations in the control values in Figure 4.9. Our method searches for a new VNT that is suitable
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Figure 4.9: Control values

for the changed traffic demand while stochastic behavior dominates deterministic behavior. After

the new VNT is constructed and the maximum link utilization is recovered, activity increases, and

then deterministic behavior again dominates in the layered traffic engineering method. In this way,

our method adapts to both abrupt and gradual changes in traffic demand by controlling deterministic

and stochastic behavior with activity.

To observe the adaptation mechanism in terms of the VNT reconfiguration, we next investigate

the ratio of changed lightpaths to the total number of lightpaths, as shown in Figure 4.11. Our

layered traffic engineering method constructs a new VNT on the basis of the current VNT and the

difference between these two VNTs is given by Eq. (4.4). The high degree of activity means that the

current system state, xpi j , is near the attractor, which is one of the equilibrium points in Eq. (4.4),

and therefore, the difference given by this equation is close to zero. Consequently, our layered

traffic engineering method makes small changes to VNT enabling adaptation to changes in traffic

demand. Where there is a low degree of activity due to poor conditions in the IP network, stochastic

behavior dominates deterministic behavior. Here, the control values, xpi j , fluctuate randomly due

to noise η to search for a new VNT that has lower maximum link utilization. To discover a suitable

VNT efficiently from the huge number that are possible, our layered traffic engineering method

makes large changes to the VNT. In this way, our proposed scheme modifies VNTs depending on
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Figure 4.10: Activity

Figure 4.11: Ratio of number of changed lightpaths to total number of lightpaths

the maximum link utilization on IP networks and adapts to changes in traffic demand.
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4.3.3 Adaptability to Changes in Traffic Demand

We evaluate the adaptability of our layered traffic engineering method to changes in traffic demand.

For purposes of comparison, we use two existing heuristic layered traffic engineering methods. The

MLDA (Minimum delay Logical topology Design Algorithm) [8] constructs VNTs on the basis of

a given traffic demand matrix. The main objective of MLDA is to minimize the maximum link uti-

lization. The basic idea behind MLDA is to place lightpaths between nodes in order of descending

traffic demand. We use another layered traffic engineering method, which is introduced in [34]. Af-

ter this, we will refer to this layered traffic engineering method as “ADAPTATION.” ADAPTATION

aims at achieving adaptability against changes in traffic demand. This method reconfigures VNTs

according to the load on links and the traffic demand matrix. ADAPTATION measures the actual

load on links every 5 minutes and adds a new lightpath to the current VNT when congestion occurs.

This method places a new lightpath on the node pair with the highest traffic demand among all node

pairs that use the congested link. This decision is made according to the traffic demand matrix.

However, to measure the traffic demand on all node pairs directly and in real-time is generally diffi-

cult due to the large overhead in collecting information. Therefore, we use the traffic demand matrix

estimated with the method in [64] as the input parameter for ADAPTATION. In the simulation ex-

periment, ADAPTATION reconfigures VNTs every 5 minutes using the measured load on links and

the estimated traffic demand matrix. To simplify our evaluations, MLDA reconfigures VNTs every

60 minutes using the actual traffic demand matrix. For the all layered traffic engineering methods,

we use the minimum hop routing of lightpaths on the wavelength-routed network.

The maximum link utilization over time is shown in Figure 4.12. The simulation conditions

are the same as those discussed in Section 4.3.2. It is obvious that the maximum link utilization

of MLDA continues to be high until the next reconfiguration is performed. Thus, degradation due

to unsuitable VNT for changed traffic demand is retained for prolonged periods depending on the

timing for the VNT reconfiguration. The recovery time, which is defined as the period until max-

imum link utilization is recovered, for our approach is much shorter than that for ADAPTATION,

although both methods reconfigure VNTs every 5 minutes. The recovery time for ADAPTATION

is approximately the same as that for MLDA. Errors between estimated and actual traffic demand

lead to incorrect decisions on selecting the node pair on which a new lightpath is placed. Thus, the

efficiency of setting up lightpaths is degraded. In contrast with ADAPTATION, our method uses
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Figure 4.12: Adaptability of layered traffic engineering methods against changes in traffic demand

actual information, i.e., the measured load on links, and therefore quickly adapts to changes in traf-

fic demand. This figure also shows that our proposed method achieves almost the same maximum

link utilization as MLDA and ADAPTATION.

A fixed amount of noise has a constant influence on our layered traffic engineering method even

when the IP network has good conditions and activity is high. The effect of noise plays an impor-

tant role in achieving adaptability against changes in traffic demand, as explained in Section 4.3.2.

However, noise does not always have a beneficial effect on our proposed scheme due to its random

nature. At time 35, the maximum link utilization with our layered traffic engineering method in-

creases drastically even though abrupt changes in traffic demand do not occur. However, this degra-

dation in maximum link utilization is immediately reflected as a decrease in activity, and maximum

link utilization quickly recovers due to the adaptation mechanism described in Section 4.3.2.

We next investigate how our layered traffic engineering method recovers maximum link uti-

lization efficiently after abrupt changes in traffic demand occur. To evaluate its efficiency, we in-

troduce a recovery ratio, which is defined as the ratio of recovered maximum link utilization after

the i-th VNT reconfiguration to maximum link utilization after abrupt changes in traffic demand

occur. More specifically, abrupt changes in traffic demand occur at time t0 and the i-th VNT re-

configuration after that traffic change is performed at time ti. The recovery ratio, Ri, is defined as
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(umax(t0)− umax(ti))/umax(t0), where umax(t) is the maximum link utilization at time t. We evaluate
the recovery ratio under different patterns of traffic demand by changing the variance in traffic de-

mand σ, i.e., the standard deviation of βi j in Eq. (4.7). By increasing σ, not only the variance in

traffic demand but also the intensity of changes in traffic demand increases.

The recovery ratio for the first VNT reconfiguration depending on the variance in traffic de-

mand is plotted in Figure 4.13. We plotted the average recovery ratio over two thousand samples

for all variances in traffic demand. In these simulations, we used the same traffic patterns for both

layered traffic engineering methods. This figure shows that our method recovers more maximum

link utilization than ADAPTATION by one VNT reconfiguration. In the case of small σ, the dif-

ferences in traffic demands on different node pairs are small, and thus the abrupt changes in traffic

demand cause little degradation in maximum link utilization. Therefore, the adaptation mechanisms

for both our proposed method and ADAPTATION do not need to work and the recovery ratios for

both methods are low. As σ increases, the impact that the abrupt changes in traffic demand have

on maximum link utilization increases. The recovery ratio with our proposal approaches reaches

approximately 0.3 while that of ADAPTATION reaches 0.1. Moreover, the recovery ratio with our

method saturates at σ = 2.0, whereas that of ADAPTATION saturates at σ = 1.0. By using stochas-

tic behavior and controlling it appropriately depending on the activity, our proposed method adapts

to various changes in traffic demand.

To demonstrate the adaptability of our method in terms of time, we show the recovery ratio

depending on the number of VNT reconfigurations in Figure 4.14. We set σ to 1.0 at which the

recovery ratio of ADAPTATION begins to saturate. Almost all recovery with our proposed approach

occurs by the first VNT reconfiguration while it takes a long time for ADAPTATION to recover

maximum link utilization. These results indicate that our method has capabilities for adapting to

severe changes in traffic demand, and can adapt to these changes quickly.

4.3.4 Adaptability to Link Failures

We next show the behavior of our layered traffic engineering method when link failures and abrupt

changes in traffic demand occur simultaneously. We select 10 out of 78 optical fibers randomly,

which fail at time 30 and recover at time 42. While fibers fail, two abrupt changes in traffic demand

occur at time 36 and 39. The main purpose in this experiment is to investigate the adaptability of

our proposed method, which is performed on the WDM network. To observe the adaptability of our
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Figure 4.13: Recovery ratio of first VNT reconfiguration over variance in traffic demand

proposed method more clearly, we assume that the IP network reroutes its traffic shortly after the

occurrence of fiber failures.

The maximum link utilization over time is shown in Figure 4.15. At time 30, it degrades due

to fiber failures but recovers shortly after this degradation. Note that our proposed method has

no mechanism to detect fiber failures and knows the condition of the IP network only through the

activity. Therefore, the layered traffic engineering method based on attractor selection recovers

from the degradation in the maximum link utilization due to fiber failures through the activity and

the stochastic behavior as described in Section 4.3.2. Fiber failures and changes in traffic demand

occur simultaneously at time 36 and 39, and this leads to the degradation in the maximum link

utilization. However, our proposed method again recovers from this degradation in the same way

as shown in Section 4.3.2.

4.4 Summary

We proposed a layered traffic engineering method that is adaptive to changes in traffic demand.

It is based on attractor selection, which models the behaviors of biological systems that adapt to

environmental changes and recover their conditions. Our new approach is extremely adaptable
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Figure 4.14: Recovery ratio over number of VNT reconfigurations with variance in traffic demand
of 1.5
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Figure 4.15: Robustness against changes in traffic demand and link failures
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to changes in traffic demand by appropriately controlling deterministic and stochastic behaviors

depending on the activity, which is simple feedback of the conditions on the IP network. Our

proposed method only uses load information on links to determine the activity. Since the load

on links is directly retrieved within short intervals, our proposed method quickly and adaptively

responds to changes in traffic demand. The simulation results indicated that our layered traffic

engineering method quickly responds and adapts to changes in traffic demand. By using stochastic

behavior and controlling it appropriately depending on the activity, our new approach adapts to

various changes in traffic demand.

In our approach, stochastic behavior, i.e., noise, plays an important role in achieving adaptability

against changes in traffic demand. In this thesis, we defined the noise according to the observation

in [53]. A future direction is to investigate a suitable type of the noise and its amplitude for layered

traffic engineering methods to achieve more efficient search for a new VNT.
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Conclusion and Future Work

WDM networks offer flexible network infrastructures by using wavelength-routing capabilities.

In such wavelength-routed networks, lightpaths are established between nodes via OXCs. One

approach to accommodating Internet traffic on a wavelength-routed network is to configure a VNT,

which consists of lightpaths and routers. To achieve effective transport of traffic, layered traffic

engineering, which configures a VNT on the basis of characteristics of upper layer’s traffic, has

been investigated in many papers.

It is an essential issue to accommodate IP traffic, which is the majority of Internet traffic, effec-

tively on wavelength-routed networks. In Chapter 2, we proposed an integrated routing mechanism

for IP and wavelength-routed networks to achieve effective transport of IP traffic. The key idea is

to prepare a set of virtual-links representing the lightpaths that can be established by the WDM net-

work. We assigned cost values to those virtual-links aiming at maximizing network throughput by

reducing load on IP routers. Then, we calculate the minimum cost route on an IP network including

the virtual-links. In our method, since necessary lightpaths for transporting IP traffic are decided

by the IP routing mechanism, the IP network always uses those lightpaths. Through simulations,

we have shown that in the case that traffic patterns do not change, the throughput of our method is

almost the same as that of a VNT optimally designed for a given traffic demand. In the case that

traffic patterns change, the throughput of our method is about 50% higher than that of the VNTs

generated by existing heuristic approaches.

However, it is insufficient only to accommodate IP traffic effectively since various traffic in ad-

dition to the legacy IP traffic such as web flows on Internet. In Chapter 3, we discussed the selfish
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behavior of overlay routing on top of a VNT. We revealed that the dynamics of overlay routing

cause high fluctuations in traffic demand, which lead to a significant layered traffic engineering in-

stability. To overcome the traffic demand fluctuation and to make layered traffic engineering more

stable, we applied demand hysteresis and utilization hysteresis to layered traffic engineering. We

found that demand hysteresis improves the stability in terms of the number of changed lightpaths,

but does not provide the stable maximum link utilization, especially when the overlay traffic ratio

is large. We also found that utilization hysteresis improves the stability, but cannot always im-

prove the maximum link utilization. Because of this, we proposed a two-state utilization hysteresis

method that applies utilization hysteresis only when the maximum link utilization is sufficiently

low. Simulation results show that two-state utilization hysteresis improves both the stability and

the maximum link utilization. However, the convergence time becomes longer. To achieve faster

convergence, we introduced a filtering method to the layered traffic engineering method with two-

state utilization hysteresis. Through simulations, we showed that the filtering method reduces the

convergence time. Both the hysteresis method and filtering method aim at improving the layered

traffic engineering stability by reducing unnecessary changes in the VNT. In general, these types of

approaches degrade the adaptability for changes in the traffic demand since the two methods tend to

continue using the VNT designed for the old traffic demand. Although the layered traffic engineer-

ing method with two-state utilization hysteresis and filtering do not always follow extremely heavy

changes in the traffic demand, it follows almost all the changes.

The interaction between layered traffic engineering and overlay routing brings out not only dif-

ficulties in the effective accommodation of traffic on wavelength-routed networks but also the large

fluctuations in the network environments such as traffic demand and link load. Hence, adaptability

against changes in environments becomes a more important issue to achieve effective wavelength-

routed networks. In Chapter 4, we proposed a layered traffic engineering method that is adaptive to

changes in traffic demand. It is based on attractor selection, which models the behaviors of biolog-

ical systems that adapt to environmental changes and recover their conditions. Our new approach

is extremely adaptable to changes in traffic demand by appropriately controlling deterministic and

stochastic behaviors depending on the activity, which is simple feedback of the conditions on the

IP network. Our proposed method only uses load information on links to determine the activity.

Since the load on links is directly retrieved within short intervals, our proposed method quickly and

adaptively responds to changes in traffic demand. The simulation results indicated that our layered
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traffic engineering method quickly responds and adapts to changes in traffic demand. By using

stochastic behavior and controlling it appropriately depending on the activity, our new approach

adapts to various changes in traffic demand.

We have addressed the instability of layered traffic engineering due to the interaction between

layered traffic engineering and single overlay routing in Chapter 3, and have proposed an adaptive

layered traffic engineering against changes in environments in Chapter 4. One of our future direc-

tions is to prove that our approach proposed in Chapter 4 accommodates largely fluctuating traffic

due to overlay routing adaptively. Another future direction is to find an approach to accommodating

several overlay routing mechanisms on a single wavelength-routed network.

Finally, we believe that those above discussions contribute to the design and management of

future wavelength-routed networks widespread around the world.
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