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Abstract

Per-flow unfairness among TCP flows in IEEE 802.11 wireless LAN environment has been

reported in past literature. Many researchers have proposed various solutions for alleviating the

unfairness. These solutions diminish TCP throughput unfairness by mostly modifying MAC pro-

tocol or queue management mechanisms at access points based on detailed information in wireless

LAN such as the number of coexisting stations, flow types, and flow rates. However, MAC pro-

tocols of wireless access points are generally implemented in hardware, so it takes large cost to

change them. Moreover, collecting the detailed information of the network increase the network

complexity.

In this thesis, the author proposes a simple modification to TCP congestion control mecha-

nisms to alleviate the unfairness, which activates the congestion control when detecting TCP ACK

packet losses. As an evaluation metric of fairness among users in above unfairness problems,

Jain’s fairness index has been generally utilized. Some solutions which addressed bandwidth shar-

ing among coexisting flows (users) would alleviate the unfairness while degrading the total band-

width utilization. Since Jain’s fairness index depends only on the variation of allocated values to

users, the index cannot evaluate such trade-off relationships between fairness and throughput accu-

rately. Therefore, in this thesis, the author proposes a new metric, which can evaluate the trade-off

relationships between per-flow fairness and bandwidth utilization at the network bottleneck.

Through experimental evaluations using real wireless LAN environments, the author presents

that the proposed method is significantly effective not only for TCP fairness among upstream

flows but also for fairness between upstream and downstream flows, and that it can take quite

better trade-off between fairness and bandwidth utilization regardless of vendor implementations

of access points and wireless interface cards.
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1 Introduction

With recent development on wireless networking technologies, accessing the Internet through

wireless LAN (WLAN) is becoming common situation and WLAN-based Internet access envi-

ronment is often served in public sites such as railway stations and airports. In such situations, it

is important to consider fairness among coexisting users.

IEEE 802.11 families [1-4] are standardized by IEEE as the wireless LAN environment. IEEE

802.11 standard defines two coordination functions as medium access control protocol: Dis-

tributed Coordination Function (DCF) and Point Coordination Function (PCF). In DCF, medium

access mechanism is based on Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA).

In CSMA/CA, when the channel is sensed as busy before a transmission, the transmission is de-

ferred for a random backoff interval for reducing the probability of frame collisions. The traffic in

a WLAN consists of the traffic flowing from client stations to wired networks via an access point

(called upstream traffic) and vice versa (called downstream traffic). CSMA/CA enables stations,

including an access point, to access wireless channel fairly. Therefore, fairness among stations in

the WLAN is ensured at the MAC layer. However, downstream traffic is transmitted only from

an access point whereas upstream traffic is generated from multiple client stations. Therefore, up-

stream traffic obtains more access opportunities to wireless channel than downstream traffic. This

means that the fairness among stations realized at MAC layer does not mean the fairness among

flows at the upper layers. In fact, unfairness among flows at the upper layer has been reported [5].

Furthermore, it has been pointed out that TCP flows experience severe unfairness in WLANs [6-9].

When TCP is utilized as a transport-layer protocol, the unfairness among upstream flows caused

by its congestion control mechanisms: TCP activates the congestion control against data packet

losses, but not against ACK packet losses.

On the other hand, PCF is a contention-free mechanism. The implementation of PCF is op-

tional according to the standard. Utilizing PCF is one of possible solutions to solve the above un-

fairness caused by utilizing DCF. However, PCF cannot realize enough Quality of Service (QoS)

due to unpredictable beacon delays and unknown transmission durations of the polled stations [10].

In addition, PCF is not included in the part of Wi-Fi Alliance’s interoperability standard [11].

Therefore, PCF is implemented in few wireless devices.

For the above reason, IEEE 802.11e [12] was standardized for supporting QoS requirements in
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WLANs. It realizes different QoS requirements among flows that are generated from the stations

by utilizing per-flow queueing at the station’s network interface. However, since it is not targeted

to per-station fairness, it does not solve the unfairness in WLANs described above.

There are various solutions proposed to alleviate the unfairness problems [5-7, 13-30]. These

solutions diminish TCP throughput unfairness by mainly modifying MAC protocol parameters or

queue management mechanisms in access points. However, MAC protocols of wireless access

points are generally implemented in hardware, so it takes large cost to change them. Furthermore,

Some solutions can alleviate the unfairness, but they may also cause the other unfairness at trans-

port layer: Priority-based solution at access point [14] can significantly improve TCP fairness,

whereas it may cause UDP unfairness by giving priorities to the access point too much. Further-

more, some methods need to estimate the number of flows and the throughput of each flow at the

access point.

Therefore, in this thesis, the author proposes a transport-layer solution for alleviating the un-

fairness in WLANs. The reasons of employing a transport-layer solutions are as follows: First,

MAC-layer solutions may cause the other unfairness at transport layer described above. Sec-

ond, the unfairness is caused by the behavior of the transport-layer protocols. The last reason

is that transport-layer protocols are generally implemented in software, so it is easier to modify

transport-layer protocols than to modify 802.11 MAC protocols. The proposed method alleviates

the unfairness by detecting TCP ACK packet losses as an indication of the congestion at an access

point. It requires small modification on TCP congestion control mechanisms only on stations in

the WLAN.

Generally, as an evaluation metric of fairness among users, flows and so on, Jain’s fairness

index [31] has been utilized. Since the index depends only on the variation of allocated values,

the index values intuitively represents whether the allocated values are fair or not. Here, assume

that we have two solutions where both have identically effective for alleviating unfairness but one

of them degrades the total amount of allocated values while the other does not decrease the total

value. People think that the latter is superior to the former, but both solutions are identical from

the viewpoint of Jain’s fairness index. That is, Jain’s fairness index cannot evaluate such situations

accurately.

In this thesis, a novel performance metric is proposed, considering the trade-off relationships

between per-flow fairness and bandwidth utilization at network bottleneck. The proposed metric
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can evaluate both of fairness and bandwidth utilization concurrently with a single metric value,

and can control the balance of fairness and utilization in calculating the metric value.

The author conducts the extensive experiments using real WLAN environments with the prod-

ucts from several vendors. In the experiments, ten laptops, which share a single access point, and

a wired computer transmits bulk data for both directions, varying the ratio of upstream and down-

stream TCP flows. The effectiveness of the proposed method is evaluated from the viewpoint of

fairness and bandwidth utilization by using throughput of each flow, Jain’s fairness index, and the

proposed index as evaluation metrics. The author also confirms the performance sensitivity against

the vendor implementations of access points and wireless client terminals since the evaluation is

conducted on actual wireless environments.

The rest of the thesis is organized as follows. In Section 2, unfairness problems among TCP

flows in IEEE 802.11 WLAN environment are discussed. In Section 3, a novel performance metric

considering both of per-flow fairness and bandwidth utilization is introduced. Section 4 describes

my solution for alleviating unfairness problems in WLANs. In Section 5, the author presents

experimental results using real WLAN environment after experimental settings and methodologies

are described. The author finally concludes this thesis and discusses future work in Section 6.
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2 Fairness among TCP Flows in WLAN Environments

In the typical WLAN environment, all stations including an access point use the same parame-

ters of CSMA/CA. Thus, the contending stations obtain the fair access opportunities to wireless

channel in the long term. It also means that upstream flows, transmitted from multiple client sta-

tions, and downstream flows, transmitted from an access point, share the same wireless channel.

Therefore, when n client stations and a single access point exist in the WLAN network, the access

opportunities to wireless channel of upstream traffic is n/(n + 1), whereas that of downstream

traffic is 1/(n + 1). Hence, an access point is likely to become a congested point and the fairness

at MAC layer dose not contribute to the fairness at the upper layer such as UDP and TCP. Such

difference of access opportunities to wireless channel between upstream and downstream traffic

causes serious problems since many applications used in WLANs generate not only downstream

traffic but also upstream traffic (e.g. P2P file sharing and VoIP applications).

When TCP is used as a transport-layer protocol, the serious per-flow unfairness occurs not

only between upstream and downstream flows but also among upstream flows. In what follows,

the two types of unfairness are explained in Subsections 2.1 and 2.2, respectively. In what follows

in this section, the author assumes that multiple stations share a singe access point and the wireless

network bandwidth is fully utilized, resulting that the access point becomes a congested point.

2.1 Fairness among Upstream Flows

Suppose that each client station has an upstream TCP flow, as depicted in Figure 1. Since the

wireless interface of the access point is a congested point, TCP ACK packets of the upstream

flows are discarded at an access point buffer. Since TCP does not activate the congestion control

against ACK packet losses, the congestion window size of the upstream flows keeps growing up

until Retransmission Time Out (RTO) occurs when all ACK packets in a window are lost. When

all ACK packets of a certain upstream flow are discarded, its congestion window size is set to one

packet. The problem is that the flow cannot increase the congestion window in a short time since

the buffer at the access point is still fully utilized and ACK packet losses cannot be avoided. That

is, once a certain flow experienced RTO, the flow cannot increase its congestion window size for a

long time (such as hundreds and thousands seconds as shown in Subsection 5.3). This causes the

throughput unfairness among upstream TCP flows.
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Upstream flow of  TCP data packets

Upstream flow of  TCP ACK packets

Packet loss due to buffer overflow


Figure 1: Access point congestion caused by multiple upstream TCP flows

2.2 Fairness between Upstream and Downstream Flows

On the other hand, when upstream and downstream TCP flows coexist as shown in Figure 2, ACK

packets of upstream flows and data packets of downstream flows are discarded at access point

buffer. In this situation, upstream TCP flows keep growing its congestion window, whereas down-

stream TCP flows decrease the congestion window, since TCP activates the congestion control

mechanism only against data packet loss(es). That is, the downstream TCP flows keep low trans-

mission rate, whereas the upstream TCP flows keep high transmission rate. Furthermore, upstream

TCP flows obtain more access opportunities to wireless channel than downstream TCP flows for

the same reason as explained in the beginning of Section 2. Consequently, the serious throughput

unfairness occurs between upstream and downstream TCP flows. Note that such unfairness also

occurs when UDP is used as a transport-layer protocol, but the degree of the unfairness among TCP

flows more serious than that among UDP flows due to TCP congestion control mechanisms [5].

2.3 Existing Solutions for Alleviating Unfairness

In wired networks, the unfairness problems described in Subsections 2.1 and 2.2 does not oc-

cur because the network resources in wired networks is generally operated in full-duplex mode,

whereas network resources of WLAN is operated in half-duplex mode. That is, when WLAN is

operated in full-duplex mode, the unfairness problem can be avoided.

However, it is not suitable to operate WLAN in full-duplex mode. In wired networks, it is
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Upstream flow of  TCP data packets

Upstream flow of  TCP ACK packets

Downstream flow of  TCP data packets

Downstream flow of  TCP ACK packets

Packet loss due to buffer overflow


Figure 2: Access point congestion caused by upstream and downstream TCP flows

easily to add no-interference links by adding new transmission cables. To do the same thing in

WLAN, the stations and the access point require at least two no-interference wireless interfaces

for upstream and downstream transmissions. However, such separated channel utilization would

increase the complexity of the network, since it increases the hardware cost and since it requires the

different treatment of access point and client station. Also, it may waste the wireless resources due

to the unpredictable traffic demands for both directions. Moreover, since it is common situations

that multiple WLAN services operated in different policies coexist in WLAN environments, such

wasting channel usage should be avoided. Thus, WLANs are operated in full-duplex mode is

unbefitting to solve the unfairness in WLAN.

Instead, various solutions have been proposed for diminishing above TCP unfairness prob-

lems [5-7, 13-30] without utilizing additional wireless channel. A solution proposed in [6] im-

proves fairness among upstream and downstream flows by rewriting the advertised receiver win-

dow size at the access point. This solution has a drawback in terms of the dependence on each

flow’s Round Trip Time (RTT). Furthermore, it has been pointed out that this method degrades the

wireless channel utilization in some situations [22]. A solution proposed in [9] divides the buffer

in an access point into for data packets and for ACK packets. The packets buffered in each buffer

are discarded with certain probabilities. In [7], TCP unfairness among uplink flows is diminished

by filtering ACK packets in an access point and decreasing the number of buffered ACK pack-

ets at the access point. The authors in [14] proposed to shorten the carrier sense duration of the
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WLAN access points. A solution proposed in [22] improves TCP unfairness among upstream and

downstream flows by controlling the rate of upstream flows such that total throughput should be

divided equally between upstream and downstream flows.

However, the methods in [6, 7, 9] need to parse and rewrite the TCP header at the access point.

Moreover, the method in [7] requires maintaining per-flow information at the access point. Using

the method in [14], since transmission of the access point gets preference over that of the other

stations, it can significantly improve TCP fairness, however, it may cause UDP unfairness due to

the priority of excessive downstream UDP flows. The method in [22] also requires monitoring

the throughput of upstream and downstream flows. In addition, these methods take large cost

to change existing hardware devices due to requiring modification to MAC protocols or queue

management mechanisms.

On the other hand, in this thesis, the author employs transport-layer solutions to alleviate

unfairness problem among TCP flows in WLAN environment. The reasons of this are as follows:

• MAC-layer solutions such as priority-based solution at access points [14] may cause the

other unfairness at transport layer.

• The unfairness described in Subsections 2.1 and 2.2 is caused by TCP behaviors.

• Transport-layer protocols are generally implemented in software, so it is easily to modify

them.

The proposed method requires only small modifications to the sender-side TCP behavior in wire-

less stations.
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3 A Metric for Trade-off Evaluation between Fairness and Utiliza-

tion

The definition of fairness is important when we discuss fairness among flows, since the improve-

ment of fairness is sometimes achieved at the expense of total bandwidth utilization. In the past

researches [6, 7, 9, 14, 22], the fairness is defined as that all flows contending wireless channel in

a WLAN achieve the same throughput.

To evaluate the fairness, Jain’s fairness index has been utilized, defined as follows:

Fj(X) =
(
∑n

i=1 xi)
2

n
∑n

i=1 x2
i

(1)

where n is the number of contending users, X = {x1, x2, · · · , xn} is a set of allocations for n

users such that xi is an allocation for user i. The smaller the variation of allocations the index

value is close to one, and the larger the variation of allocations, the index value approaches 1/n.

Note that Jain’s fairness index is independent of the scale of allocations. For example, consider

fairness when allocating 30, 40 and 10 dollars respectively to three persons and allocating 300,

400 and 100 dollars respectively to three persons. Both cases are equivalent from the viewpoint of

Jain’s fairness index (0.82).

However, the total amounts of allocated values are different. That is, Jain’s fairness index

is not suitable to compare fairness as well as considering the total amount of allocations. The

total amount of allocated values corresponds to the network bandwidth utilization in the context

of network bandwidth sharing. Therefore, when we have a solution for alleviating unfairness

while slightly degrading total throughput, Jain’s fairness index cannot evaluate such performance

trade-off accurately.

For above reasons, a novel evaluation index is necessary for evaluating fairness improvement

methods in WLAN environments. In what follows, the novel evaluation index defines in Subsec-

tion 3.1 and simple comparisons between Jain’s fairness index and the proposed index is shown in

Subsection 3.2.

3.1 Definition

Given a throughput set X = {x1, x2, · · · , xn}, where xi is the throughput of i th flow, and network

bandwidth at bottleneck, C, where
∑n

i=1 xi ≤ C. The author now defines fair and fully-utilized
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throughput xf = C
n where all flows achieve the same throughput and the network bandwidth is

fully utilized. Here, using the relationship between Jain’s fairness index Fj(X) in Equation (1)

and total throughput
∑n

i=1 xi, the author defines the desired properties for proposed fairness index

F (X, C) as follows:

(i) If Fj(X) = Fj(Y ) and
∑n

i=1 xi <
∑n

i=1 yi ≤ C, then F (X, C) < F (Y, C).

(ii) If
∑n

i=1 xi =
∑n

i=1 yi ≤ C and Fj(X) < Fj(Y ), then F (X, C) < F (Y, C).

where Y = {y1, y2, · · · , yn}.

The author starts from the index f(X,C) which represents how far is the throughput of each

user from the fair and fully-utilized throughput (xf ):

f(X, C) =
1
n

n∑
i=1

(xi − xf )2. (2)

The author then normalizes f(X,C) by xf and obtains g(X, C) as follows:

g(X,C) =

√
1
n

∑n
i=1(xi − xf )2

xf
. (3)

According to [31], Jain’s fairness index can be transformed into

Fj(X) =
1

1 + COV 2
(4)

COV =

√
1
n

∑n
i=1(xi − x̄)2

x̄
(5)

where COV is a coefficient of variance of allocations to the users and x̄ = 1
n

∑n
i=1 xi is an average

of allocations. By comparing Equations (3) and (5), an index h(X, C) is composed as the similar

way in Equation (4) as follows:

h(X,C) =
1

1 + g(X, C)2

=
C2

n
∑n

i=1 x2
i − 2C

∑n
i=1 xi + 2C2

. (6)

The index h(X,C) considers the total utilization at a certain degree, but it gives undesired results

in some situations. For example, consider the network bandwidth at bottleneck link is 10 Mbps

and the number of users is five (xf = 2 Mbps). Comparing the two throughput distributions X =

{3 Mbps, 1 Mbps, 1 Mbps, 1 Mbps, 1 Mbps} and Y = {3 Mbps, 3 Mbps, 1 Mbps, 1 Mbps,
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1 Mbps}, h(X, 10 Mbps) is equal to h(Y, 10 Mbps) (= 0.8) despite total throughput of Y is

larger than that of X . For this reason, an additional term is necessary to the index to take the

utilization into more consideration. Finally, the following definition is obtained as a novel index

for evaluating the trade-off relationships between fairness and utilization:

F (X, C) =
C2

n
∑n

i=1 x2
i − 2C

∑n
i=1 xi + 2C2

(∑n
i=1 xi

C

)α

(7)

where α is a parameter for adjusting the contribution of bandwidth utilization at network bottle-

neck to the index.

Note that the index satisfies the above-mentioned properties (i) and (ii). The index become

close to one when the bandwidth utilization of network bottleneck is close to 100% and the

throughput variation of each flow is small. Oppositely, it approaches zero when the bandwidth

utilization is low and the throughput variation is large. The index is equivalent to Jain’s fairness

index when total throughput is equal to bandwidth utilization at network bottleneck, i.e., when∑n
i=1 xi = C.

3.2 Comparison with Jain’s Fairness Index

In Table 1, the comparison between Jain’s fairness index and the proposed index is shown by

using simple examples where the network capacity bandwidth is 30 Mbps. In Cases 1, 2 and 3 in

Table 1, the throughput distributions have the same variation, but the total throughput is different.

These situations are related to the property (i) in Subsection 3.1. In these situations, the proposed

index can differentiate them whereas Jain’s index cannot distinguish among them. Similarly, in

Cases 4, 5 and 6 where only one user occupies the network bandwidth, the proposed index can

differentiate them while Jain’s index has same values. In Cases 2, 7 and 8 present situations where

the total throughputs are identical, but the throughput distributions have different variations. These

situations corresponded to the property (ii) in Subsection 3.1. In these situations, the order of the

three cases in Jain’s index and that in the proposed index are identical. Moreover, when the total

throughput is equal to the network bandwidth capacity such as Cases 4, 9 and 10, Jain’s index and

the proposed index show the identical index values.
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Table 1: Comparison between Jain’s fairness index and the proposed index (C = 30 Mbps)

Case Throughput distribution [Mbps] Total [Mbps] Jain’s index The proposed index

1 { 3, 3, 3, 3, 3, 3, 3, 3, 3, 3} 30 1.00 1.00

2 { 2, 2, 2, 2, 2, 2, 2, 2, 2, 2} 20 1.00 0.60

3 { 1, 1, 1, 1, 1, 1, 1, 1, 1, 1} 10 1.00 0.23

4 {30, 0, 0, 0, 0, 0, 0, 0, 0, 0} 30 0.10 0.10

5 {15, 0, 0, 0, 0, 0, 0, 0, 0, 0} 15 0.10 0.14

6 { 1, 0, 0, 0, 0, 0, 0, 0, 0, 0} 1 0.10 0.02

7 { 0, 0, 1, 1, 2, 2, 2, 4, 4, 4} 20 0.65 0.49

8 { 3, 3, 2, 2, 2, 2, 2, 2, 1, 1} 20 0.91 0.58

9 { 1, 1, 1, 2, 2, 2, 3, 3, 3, 12} 30 0.48 0.48

10 { 1, 1, 1, 3, 3, 3, 3, 4, 5, 6} 30 0.78 0.78
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4 TCP Congestion Control for ACK Packet Losses

The main reason of the unfairness among TCP flows described in Subsections 2.1 and 2.2 is that

a TCP keeps growing the congestion window size even when the access point is highly congested

and numerous ACK packets are discarded. Therefore, the author proposes an end-to-end basis

modification to TCP congestion control mechanisms to alleviate the unfairness problems. The

proposal is based on a simple idea: TCP should activate congestion control when detecting ACK

packet losses, whereas the traditional TCP activates it only against data packet losses.

In detail, the proposed method activates congestion control when the number of ACK packet

losses in a window exceeds the pre-determined threshold (thresh ack losses). The TCP sender

detects ACK packet losses by monitoring the sequence number of received ACK packets. When

the TCP sender observes abnormal jumps of the ACK sequence numbers, it is regarded as ACK

packet losses in the network, calculated as follows:

ack loss = max
(⌊

ack − prev ack

MSS

⌋
− 1, 0

)
(8)

where ack loss is the number of ACK packet losses, ack is the sequence number of ACK packet

received currently (bytes), prev ack is the sequence number of the last ACK packet received

previously (bytes) and MSS is maximum segment size (bytes).

When the number of ACK packet losses in a RTT exceeds thresh ack losses, a TCP sender

halves the congestion window (cwnd) and slow-start threshold (ssthresh) is set to the halved

congestion window. Note that before halving the window size, the TCP sender waits for one

RTT to avoid false detection caused by the disorder of data packet reception at the TCP receiver.

Additionally, when detecting data packet losses, a TCP sender stops checking the ACK packet

losses for one RTT.

When using Equation (8) for detecting ACK packet losses, the effect of delayed ACK op-

tion [32] should be considered. Note that the delayed ACK option has been implemented in both

Windows and Linux [33, 34]. Let b be the number of data packets acknowledged by a received

ACK packet. Many TCP receiver implementations send one ACK packet for two consecutive

packets received, so b is typically two. When delayed ACK option is enable, Equation (8) cannot

estimate the number of ACK packet losses correctly. Therefore, TCP senders need to know b.

There are two possible methods to obtain the value of b: One is that a TCP receiver informs

a TCP sender about b explicitly. The other is that a TCP sender estimates b without any explicit

17



information from a TCP receiver. In the former method, a TCP sender obtains b accurately, but

it requires modifications at TCP receiver. For this reason, the author employs the latter method

without TCP receiver-side modifications.

In the proposed method, b is estimated as follows:

best =
⌊
sbi +

1
2

⌋
(9)

sbi = (1− β) sbi−1 + β

(
ack − prev ack

MSS

)
(10)

where best is the estimated value of b and sbi is the i th smoothed value for b with smoothing

factor β. Note that sbi in Equation (10) is a continuous value, but best in Equation (9) should be a

discrete value since b should be a discrete value. Thus, best is calculated by half-adjust rounding.

By using Equation (9), Equation (8) is transformed into:

ack loss =
⌊
ack − prev ack

best ×MSS

⌋
− 1. (11)

Algorithm 1 shows the pseudo-code of the proposed method. Note that the proposed method

can be utilized with arbitrary TCP modifications such as Compound TCP [35] and CUBIC [36],

since the proposed method can be applied to such TCP variants without any ill-effect.
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Algorithm 1 TCP congestion control for ACK packet losses
1: Initialization:

2: prev ack ← the smallest sequence number of the unacknowledged packets (snd una)

3: sb←MSS × 2, b←MSS × 2

4: cnt ack loss← 0

5: data loss← 0, wait state← 0

6: On each ACK:

7: sb← (1− β) sb + β
(

ack−prev ack
MSS

)
8: best ←

⌊
sb + 1

2

⌋
9: cnt ack loss← max

(⌊
ack−prev ack

best×MSS

⌋
− 1 + cnt ack loss, 0

)
10: prev ack ← ack

11: On each RTT:

12: if wait state then

13: if cnt ack loss ≥ thresh ack losses and not data loss then

14: cwnd← max
(

cwnd
2 , 1

)
15: ssthresh← cwnd

16: end if

17: data loss← 0

18: cnt ack loss← 0

19: wait state← 0

20: else

21: if cnt ack loss ≥ thresh ack losses or data loss then

22: wait state← 1

23: end if

24: end if

25: Packet loss:

26: data loss← 1

27: Packet disorder:

28: cnt ack loss← max(cnt ack loss− 1, 0)
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5 Performance Evaluation

5.1 Experimental Settings and Methodologies

Two experimental environments are shown in Figures 3 and 4, respectively. In both environ-

ments, 10 client stations share one access point. All client stations are located within 50 cm from

the access point to avoid packet losses due to wireless link error. In Figure 3, a wired node is

directly connected to the access point through a wired link. On the other hand, the experimental

environment in Figure 4 introduces a PC router between the access point and the wired node for

the purpose of evaluating in long delay environments. DELL Latitude E5500 laptops [37] and a

DELL Precision 390 desktop [38] are used as the client stations and the wired node, respectively.

All nodes, including the wired node, use Ubuntu 8.10 [39] (Linux kernel 2.6.28) as OS. Another

DELL Precision 390 desktop is used as the PC router with netem [40] in Figure 4. Netem is a

network emulator module applied to Linux kernel, which can emulate delay, packet loss, packet

duplication and re-ordering at the PC router between two network interfaces. In the experiment,

netem is utilized only for generating 50 ms delay to the wired link between the access point and

the wired node. Unless otherwise noted, the experiments are conducted in the experimental envi-

ronment of Figure 3.

Web100 [41] patch is utilized for collecting TCP connection information from the Linux ker-

nel. Web100 is a Linux kernel patch, which adds a TCP instrument set to record TCP informa-

tion by per connection basis, and it can provide TCP connection information such as congestion

window size, RTT, the number of RTO occurred and so on, with a reasonable load of an observed

computer. The author utilized TCP Reno version and implemented the proposed method described

Table 2: Wireless devices

(a) Wireless Interface Cards

Vendor Product name

Buffalo WLI-CB-AGHP

NEC Aterm WL54AG

(b) Access Points

Vendor Product name

Buffalo WAPS-HP-AM54G54

NEC Aterm WR8500N

Corega CG-WLR300NNH
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Figure 3: Experimental environment

21



Client stations (laptops) 


Access point


IEEE 
802.11a


Client stations (laptops) 


PC router 
with netem 

Access point
 Wired node 
(desktop) 

PC router with netem 

Wired node (desktop) 

Figure 4: Experimental environment with a PC router

22



Table 3: Estimated buffer size of access points

Vendor minRTT [ms] T [Mbps] cwndoverflow [bytes] Best [packets]

Buffalo 0.975 21.8 118003 78.9

NEC 0.563 19.6 76719 51.5

Corega 0.674 20.2 366826 250.0

in Section 4 on the Linux code of TCP Reno.

Wireless devices in Table 2 are utilized as wireless interface card for client stations and access

point. Note that all client stations utilize the same kind of wireless interface cards in Table 2(a)

in each experiment. In what follows, access points and wireless interface cards are abbreviated as

[vendor name]-AP and [vendor name]-NIC, respectively, e.g., Buffalo-AP and NEC-NIC.

The buffer size of access point impacts on flow’s throughput and end-to-end delay [42]. How-

ever, access point vendors do not publish the buffer size in detail. For the reason, the author

estimates the buffer size through the simple experiments with a single TCP connection, with an

estimation equation as follows:

Best =
cwndoverflow

8 − T
minRTT

MSS
(12)

where Best is the estimated buffer size of access point (packets), cwndoverflow is the congestion

window when buffer overflow occurs at the access point and only one TCP connection exists in

the network (bytes), T is throughput just before buffer overflow is occurred (bps), and minRTT

is a minimum RTT (seconds). Table 3 presents the results of estimated buffer size of each access

point. Note that the experiments are conducted ten times for averaging the results.

The experiments using environments in Figures 3 and 4 are conducted as follows. Only one

TCP flow is generated for each client station using by Iperf [43], assuming bulk data transfer. The

author keeps the number of concurrent TCP flows to be ten, and changes the ratio of upstream and

downstream TCP flows from (0, 10) to (10, 0). TCP connections use either the proposed method on

TCP Reno or conventional TCP Reno for comparison purposes. The parameter thresh ack losses

in the proposed method is set to one. The experiment time is set to 180 seconds and each TCP

connection is generated simultaneously when the experiment starts. The author disabled vendor-

specific functions implemented at access points. Unless otherwise noted, TCP delayed ACK op-
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tion was disabled at TCP receivers. For each experimental setting, the experiments are conducted

ten times for averaging the results.

5.2 Evaluation Metric

The effectiveness of the proposed method is evaluated from the viewpoint of fairness and band-

width utilization by assessing the throughput of each flow, Jain’s fairness index and the index

proposed in Section 3.

To evaluate fairness and trade-off relationships between fairness and bandwidth utilization,

Sliding Window Method (SWM) function [44] is applied to the indexes. The SWM can give

a quantitative measure of fairness over a wide range of time scales and it has an advantage of

measuring short-term fairness and long-term fairness at the same time. Intuitively, short-term

fairness of a data transmission flow refers to its ability to provide equitable access to resources

to all the contending flows over short time scales. In contrast, long-term fairness measures the

average amount of resources assigned over a longer time.

The SWM function which applied to Jain’s fairness index (Equation (1)) is as follows:

SWMj (w) =
(
∑n

i=1 xi(w))2

n
∑n

i=1 xi(w)2
(13)

where w is a time-window size for evaluating the fairness and xi(w) is an average throughput of

flow i in a time-window w. The SWM function which applied to Equation (7) is as follows:

SWM (w) =
C2

n
∑n

i=1 xi(w)2 − 2C
∑n

i=1 xi(w) + 2C2

(∑n
i=1 xi(w)

C

)α

. (14)

5.3 Experimental Results and Discussions

5.3.1 Evaluation of Fairness and Bandwidth Utilization with Each Flow’s Throughput

The author first presents the snapshot results in Figures 5 and 6 where average throughput of 10

upstream flows using TCP Reno and the proposed method, respectively, where the three kinds

of access point are utilized. In both figures, Buffalo-NICs are utilized for all stations. The

average throughput is calculated using the amount of data transmitted in 50-180 seconds in the

experiment. Figure 5 shows that serious throughput unfairness occurs regardless of vendors of the

access points. In detail, some upstream flows occupy the network bandwidth and other flows are

completely starved. From the viewpoint of fairness among flows, Corega-AP gives better results
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Figure 5: Average throughput of 10 upstream flows using TCP Reno when using Buffalo-NIC
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Figure 6: Average throughput of 10 upstream flow using the proposed method when using Buffalo-

NIC
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than the other access points. In other words, the number of starved flows when using Corega-

AP is smaller than that when using the other access points. This is because of the difference in

the buffer size at the access points: The buffer size of Corega-AP is larger than that of the other

access points as shown in Table 3. On the other hand, Figure 6 shows that the proposed method

successfully alleviates throughput unfairness among upstream TCP flows, regardless of the access

point products.

Figure 7 presents the average throughput of upstream and downstream flows and the total

throughput when changing the ratio of upstream and downstream flows and using Buffalo-NICs

and three types of access points. In the figure, uxdy means that the number of upstream and

downstream TCP flows are x and y, respectively. Figure 7 shows that, using TCP Reno, when

at least one upstream TCP flow exists in the network, the upstream flows occupy the almost all

network bandwidth and downstream flows are starved. On the other hand, the proposed method

can significantly improve the throughput fairness between upstream and downstream flows and

there is no starved flow. In Figure 7(b), we can observe that the degree of fairness improvement

is small when using NEC-AP. The reason of this is as follows. In this case, the flows experience

RTO even when the proposed method is utilized and using NEC-AP, whereas the proposed method

brings no RTO when using the other access points. The reason of this is that the buffer size of the

NEC-AP is smaller than the other access points as shown in Table 3. However, even in this case

the proposed method can avoid the starvation of flows.

In terms of total throughput, we can observe that total throughput of 10 downstream flows

with TCP Reno and the proposed method are equivalent regardless of kinds of access point. This

is because that ACK packets are not discarded at the access points and the behaviors of TCP with

and without the proposed method are identical. However, when one or more upstream flows exist

in the network, the proposed method degrades the total throughput while the fairness improves

significantly. The reason is explained as follows. When the proposed method is not utilized, many

ACK packets of upstream TCP flows are discarded at the access points. This means that the num-

ber of data packets and ACK packets in the WLAN is not balanced, and the number of data packets

which are transmitted in the WLAN increases. However, when using the proposed method, the

number of data packets and ACK packets would be balanced since the proposed method activates

congestion control against ACK packet losses. The author should note that the total throughput

would increase when deactivating the proposed method, but the increased throughput is distributed
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Figure 7: Effect of the number of upstream and downstream flows when using Buffalo-NIC
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only to non-starved flows and the fairness among flows further degrades. In other words, there is

a trade-off relationship between fairness and bandwidth utilization in the proposed method.

Figure 8 presents the results when using NEC-NICs instead of Buffalo-NICs. When comparing

Figures 7 and 8, the proposed method is effective regardless of the kind of wireless interface cards

in terms of fairness between upstream and downstream flows. Also, the degree of unfairness

among TCP flow depends on properties of the access point such as buffer size rather than that of

the wireless interface cards.

5.3.2 Fairness Evaluation with Jain’s Index

Figures 9, 10 and 11 present the evaluation results with Jain’s fairness index with SWM when

using Buffalo-AP, NEC-AP, and Corega-AP, respectively, and Buffalo-NICs. The index value

are identical in the cases with or without proposed method when there is no upstream flow as

shown in Figures 9(a), 10(a) and 11(a). It implies that the proposed method is not activated since

no ACK packet loss occurs. On the other hand, comparing the proposed method with original

TCP Reno when upstream flows exist, original TCP Reno significantly degrade fairness not only

among upstream TCP flows but also between upstream and downstream TCP flows, whereas the

proposed method can achieve the same amount of fairness as that when no upstream flow exists.

However, when using NEC-AP, the degree of fairness improved by the proposed method is small

due to the little of the access point buffer as described in Subsection 5.3.1. When using Corega-AP,

Figure 11(c) indicates that the degree of fairness among upstream TCP flows with original TCP

Reno is better than when using the other access points. This is due to a large buffer size at the

access point as shown in Table 3.

Figures 12, 13, and 14 show the corresponding results to Figures 9, 10, and 11 when using

NEC-NICs. Figures 9, 10 and 11, and Figures 12, 13 and 14 are quite similar from the viewpoint

of Jain’s fairness index. It implies that vendors of wireless interface cards have little impact on the

fairness among TCP flows.
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Figure 8: Effect of the number of upstream and downstream flows when using NEC-NIC
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Figure 9: Jain’s fairness index with SWM when using Buffalo-AP and Buffalo-NIC
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Figure 10: Jain’s fairness index with SWM when using NEC-AP and Buffalo-NIC
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Figure 11: Jain’s fairness index with SWM when using Corega-AP and Buffalo-NIC

33



 0

 0.2

 0.4

 0.6

 0.8

 1

 0.01  0.1  1  10  100

A
ve

ra
ge

 J
ai

n’
s 

Fa
ir

ne
ss

 I
nd

ex

Window Size [sec]

TCP Reno
Proposed

(a) 10 downstream flows

 0

 0.2

 0.4

 0.6

 0.8

 1

 0.01  0.1  1  10  100

A
ve

ra
ge

 J
ai

n’
s 

Fa
ir

ne
ss

 I
nd

ex

Window Size [sec]

TCP Reno
Proposed

(b) 5 upstream flows and 5 downstream flows

 0

 0.2

 0.4

 0.6

 0.8

 1

 0.01  0.1  1  10  100

A
ve

ra
ge

 J
ai

n’
s 

Fa
ir

ne
ss

 I
nd

ex

Window Size [sec]

TCP Reno
Proposed

(c) 10 upstream flows

Figure 12: Jain’s fairness index with SWM when using Buffalo-AP and NEC-NIC
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Figure 13: Jain’s fairness index with SWM when using NEC-AP and NEC-NIC
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Figure 14: Jain’s fairness index with SWM when using Corega-AP and NEC-NIC
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5.3.3 Trade-Off Evaluation between Fairness and Bandwidth Utilization with Proposed In-

dex

Figures 15, 16 and 17 present the evaluation results with the proposed index with SWM when

using Buffalo-AP, NEC-AP and Corega-AP, respectively, and using Buffalo-NICs. The parameter

α is set to one and C in Equation (14) is set to 29.60 Mbps according to the theoretical maximum

throughput of IEEE 802.11a WLAN with 1460 bytes MTU [45].

These figures exhibit that the index values are identical in the cases with or without the pro-

posed method when there is no upstream flow (Figures 15(a), 16(a) and 17(a)). The reason of this

is the same as in Figures 9(a), 10(a), and 11(a), meaning that the proposed method is not activated

since there is no ACK packet loss. On the other hand, when using Buffalo-AP or NEC-AP, the

index values of the proposed method are quite better than that of original TCP Reno in terms of

not only long-term fairness but also short-term fairness when one or more upstream flows exist

in the network. However, when using Corega-AP, the index values of the proposed method are

almost identical to that of the normal TCP Reno. The reason of this is as follows. The degree of

unfairness when using Corega-AP is better than that when using the other access points described

in Subsection 5.3.1 (Figure 5(c)). In terms of total throughput, the proposed method is smaller

than original TCP Reno (Figures 7 and 8) when one or more upstream flows exist. Therefore, in

terms of trade-off relationship between fairness and bandwidth utilization, the proposed method

and original TCP Reno are almost identical.

Figures 18, 19 and 20 show the corresponding results to Figures 15, 16, and 17 using NEC-

NICs. Note that when comparing the results using Buffalo-NIC with those using NEC-NIC, the

index values of the latter case is smaller than that of the former case, whereas Jain’s fairness index

of the latter case and that of the former case are identical as shown in Subsection 5.3.2. This is

because of the difference in the total bandwidth utilization and the proposed index can consider

the effect of bandwidth utilization as well as fairness among flows.

5.3.4 Effect of estimating delayed ACK parameter

To investigate the effect of Equation (9) for estimating the parameter in delayed ACK option,

the author conducted the experiment with or without delayed ACK option. Figure 21 shows the

average throughput of upstream and downstream flows and the total throughput when changing the
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Figure 15: Proposed index with SWM when using Buffalo-AP and Buffalo-NIC
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Figure 16: Proposed index with SWM when using NEC-AP and Buffalo-NIC
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Figure 17: Proposed index with SWM when using Corega-AP and Buffalo-NIC
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Figure 18: Proposed index with SWM when using Buffalo-AP and NEC-NIC
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Figure 19: Proposed index with SWM when using NEC-AP and NEC-NIC
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Figure 20: Proposed index with SWM when using Corega-AP and NEC-NIC
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ratio of upstream and downstream flows in the experimental environment in Figure 4 with 50 ms

delay, where Buffalo-AP and Buffalo-NIC are used. When the proposed method is not utilized

the estimation with Equation (9), It utilizes Equation (8) to estimate the number of ACK packet

losses, assuming that value of b is one. In Figure 21, the proposed method with and without the

estimation are labeled as Proposed with estimation and simply Proposed, respectively.

In Figure 21(a), we can observe that the proposed method with or without the estimation show

the same performance when delayed ACK is disabled. This means that the estimation by using

Equation 9 can estimate value of b accurately, and the behaviors of the proposed method with

or without the estimation of b are identical. On the other hand, when delayed ACK is enabled,

Figure 21(b) shows that the proposed method without the estimation significantly degrades the

throughputs. The reason of this is that the proposed method without the estimation regards the

number of ACK packets decreased by delayed ACK as ACK packet losses due to the buffer over-

flow at the access point, and it keeps small congestion window. On the other hand, the proposed

method with the estimation of b value can significantly improve the fairness between upstream and

downstream TCP flows as when delayed ACK is disabled. Furthermore, when comparing the total

throughput in Figures 21(a) and 21(b), we can observe that the total throughput increase when us-

ing delayed ACK option with the original TCP Reno or the proposed method with the estimation.

This is because the delayed ACK option decreases the number of ACK packets in wireless channel

and it consequently increases the number of data packets in wireless channel.

Figure 22 shows the results of the same situation as Figure 21 with or without delayed ACK

option. When delayed ACK option is enabled, the index values with original TCP Reno are better

than that when delayed ACK option is disabled. The reason is as follows. Because delayed ACK

option decreases the number of ACK packets generated at TCP receivers, the access point can

buffer more data packets. Although that improve the fairness, the improvement degree is limited.

That is, delayed ACK option for alleviating the unfairness is not a silver bullet. On the other hand,

the proposed methods with and without the estimation in Equation (9) when delayed ACK option

is enabled are almost identical. This means that the estimation of delayed ACK parameter does

not degrade fairness property of the proposed method. However, the proposed method without the

estimation when delayed ACK option gives almost complete fairness, whereas the total throughput

is significantly lower than that of TCP Reno, as mentioned above (Figure 21). That is, Jain’s

fairness index is not suitable for evaluating such situation.
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Figure 21: Effect of delayed ACK option when using Buffalo-NIC and Buffalo-AP with 50 ms
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Figure 22: Jain’s fairness index with SWM when using Buffalo-NIC and Buffalo-AP with 50 ms

one-way delay
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Figure 23 shows the evaluation results with the proposed index in the same situation as Fig-

ure 22. The proposed method and normal TCP Reno are identical when there is no upstream TCP

flow with or without that delayed ACK option is enabled (Figure 23(a)). On the other hand, the

proposed method without the estimation in Equation 9 has the worst value in Figure 23 because of

the poor utilization described in Figure 21(b) despite almost perfect fairness. Paying attention to

index value, the index values of the proposed method and TCP Reno when delayed ACK option

is enabled are better than that when delayed ACK option is disabled. The reason of this is that the

bandwidth utilization improves by enabling delayed ACK option, as described in Subsection 5.3.1.

Furthermore, the proposed method with the estimation when delayed ACK option is enabled has

the best values of the index. It means that the proposed method can enhance throughput by using

delayed ACK option without degrading effectiveness of fairness improvements.
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Figure 23: Proposed index with SWM when using Buffalo-NIC and Buffalo-AP with 50 ms one-

way delay
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6 Conclusion

In this thesis, the author first proposed a novel performance index, considering the trade-off rela-

tionships between per-flow fairness and bandwidth utilization at network bottleneck. The proposed

index is based on the variations in throughput of concurrent flows and the ideal throughput dis-

tribution where all flows achieve the same amount of throughput and network bandwidth is fully

utilized.

The author next proposed the transport-layer solution for alleviating the unfairness between

upstream and downstream TCP flows, and among upstream TCP flows in WLAN. The proposed

method alleviates the unfairness by detecting TCP ACK packet losses as an indication of the

congestion at access point. It required small modification on TCP congestion control mechanisms

only on stations in WLAN.

Through the extensive experiments using real WLAN environments with the products from

several vendors, the author revealed the proposed method is effective not only for TCP fairness

among upstream flows but also for fairness between upstream and downstream flows regardless of

the number of upstream and downstream flows, while slightly degrading the total throughput. The

author also presented that the proposed method has a small effect on alleviating the unfairness is

when the access point has the small buffer. However, the proposed method avoids starving any

flows even in such cases. Furthermore, the author revealed that when utilizing delayed ACK op-

tion, the proposed method could enhance the total throughput without degrading the effectiveness

of fairness improvements. By using the proposed metric, the author showed that the proposed

method could take quite better trade-off between fairness and throughput regardless of vendor

implementations of wireless access points and wireless interface cards.

For future work, the author plans to investigate the performance of the proposed method in

environments where the unfairness in WLAN is not occurred such as wired network because the

proposed method may activates congestion control by failed detection in such environment.
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