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Abstract

Recent network applications require high network availability for maintaining continuous con-

nectivity. However, most of existing routing protocols in the current Internet have problems in

recovering from multiple simultaneous failures, where they require a long time for routing con-

vergence after detecting such failures since the network equipment has to detect the failures, re-

calculate routing configurations, and propagate the configurations throughout the network. For ex-

ample, BGP requires considerable time, which is from a few minutes to several days, to converge

routing configurations, especially for large-scale failures or certain types of network topologies.

Essentially, the routing convergence time in BGP has no theoretical upper bound, and there are

many situations in which the routing convergence time increases significantly, as in the count-to-

infinity problem. Accordingly, various methods to improve the routing convergence time in BGP

have been proposed, however, most of them require modifications to BGP itself. Therefore, they

cannot be applied to the current Internet environment in short time due to difficulties in interoper-

ability and the need for the standardization process.

In this thesis, the author proposes a proactive recovery method against multiple simultaneous

failures for large-scale packet switching networks. The proposed method exploits the overlay

networking technique to realize fast and effective recovery from failures, since it is implemented at

application layer. Specifically, it constructs multiple logical network topologies assuming various

failure patterns in advance. When a failure is detected, the proposed method can immediately

recover from the failure by utilizing the appropriate topology to the failure, without waiting routing

convergence in the underlay network. Furthermore, the proposed method considers the correlation

among overlay links in terms of utilizing underlay link to construct the effective topologies for

recovering from multiple simultaneous failures. The proposed method also could construct the

topologies for failure recovery at each overlay node in a distributed fashion.
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Through numerical evaluations in terms of the overlay reachability and the average path length

after failure recovery, the author shows that the proposed method improves the overlay network

reachability from 51 % to 97 %, while keeping the path length to be enough small, when 25 %

underlay links are down simultaneously.
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1 Introduction

Recent network applications require high network availability for maintaining continuous connec-

tivity. However, most of existing routing protocols in the current Internet have problems in recov-

ering from multiple simultaneous failures, where they require a long time for routing convergence

after detecting such failures since the network equipment has to detect the failures, re-calculate

routing configurations, and propagate the configurations throughout the network. For example,

Border Gateway Protocol (BGP) [1], which operates inter-Autonomous System (inter-AS) routing

in the current Internet, requires considerable time (from a few minutes to several days) to converge

routing configurations after detecting network failures, especially for large-scale failures or certain

types of network topologies [2-6]. Essentially, routing convergence time in BGP has no theoret-

ical upper bound, and there are many situations in which the routing convergence time increases

significantly, as in the count-to-infinity problem [7]. Various methods to improve the routing con-

vergence time in BGP have been proposed [8-10]. However, most of them require modifications

to BGP itself, which means that they require standardization processes. Consequently, such mod-

ifications cannot be deployed to the current Internet in the near future.

Therefore, the overlay networking technique has been proposed, which can deploy original

protocols immediately since it does not require standardization processes. In this thesis, overlay

networks are defined as upper-layer networks built on the lower-layer packet switching networks

such as IP network. Figure 1 illustrates the definition of underlay and overlay networks in this

thesis. These overlay networks provide special-purpose application services such as file sharing,

grids, IP-VPN services, and Content Delivery/Distribution Networks (CDNs) [11-14]. In overlay

networks, the endhosts and servers that run application programs become overlay nodes that form

the upper-layer logical network with logical links among the overlay nodes, and the overlay nodes

control the application traffic to satisfy their requirements and policies.

Furthermore, overlay routing, which is the overlay networking technique specialized to the

traffic routing, has been proposed [15-18]. Since the overlay routing controls application traffic in

application layer, the overlay-routed traffic may traverse different routes from BGP routing, and

moreover, the links that are limited the usage by BGP can be utilized any routes by the overlay

routing. The reason why BGP limits some links is that Internet Service Providers (ISPs) consider

monetary cost structures and utilization policies. In IP network, ISPs generally have many links
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Figure 1: Definition of underlay and overlay networks

interconnecting with other ISPs based on various types of monetary cost structures and utilization

policies, such as peering and transit relationships. For example, each peering link can be utilized

only by two ASes which are interconnected by the peering link since the maintenance cost of

such links are paid by the ASes interconnected by the links [19]. Therefore, ISPs make routing

decisions based on the cost structure against their neighboring ISPs [20-23]. On the other hand,

since the overlay routing can control application traffic regardless of ISPs’ routing policies, the

overlay-routed traffic may traverse different routes in the network that the ISPs do not assume in

their under-layer routing configurations. One of advantages in overlay routing, which is caused

by this mismatch in routing policies, is that the overlay routing can improve the user-perceived

network performance such as end-to-end delay and available bandwidth [24-26].

One problem in overlay routing is that a single underlay network failure would cause multiple

simultaneous failures in overlay networks. Figure 2 shows an example of such failures. In the fig-

ure, the links and paths in the underlay network are denoted as underlay links and underlay paths,

respectively, and the links in the overlay networks are defined as overlay links. Each overlay link

between two overlay nodes corresponds to an underlay path, which consists of one or more un-
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Figure 2: Multiple simultaneous failures in the overlay network

derlay links. Note that it is likely to occur that multiple overlay links share some underlay links in

their underlay path. When such underlay links fail, multiple overlay links go down simultaneously.

In Figure 2, the overlay links 1-5, 2-5, and 3-5 overlap the underlay link h-i. Therefore, when the

underlay link h-i goes down, the overlay links 1-5, 2-5, and 3-5 lose the connectivity simultane-

ously. Generally, since the overlay network cannot control the underlay routing, the overlapped

utilization of underlay links, as described in Figure 2, cannot be explicitly avoided. Therefore, the

overlay networks should have an effective recovery method against multiple simultaneous failures.

In general, network recovery methods are categorized into two types, reactive and proactive

[27]. In reactive recovery methods, when network nodes detect network failures, they calculate

new routing configurations and propagate them throughout the network to converge the routing

[15, 28]. The nodes can accommodate various kinds of network failures flexibly without failure

prediction. One of the main shortcomings of reactive recovery methods is that the considerable

time is required for routing convergence after the failures, since new routing configurations gen-

erally propagated in a hop-by-hop manner. In contrast, proactive recovery methods pre-calculate
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recovery settings (e.g., routing configurations) by assuming possible failures and distribute the

settings throughout the network in advance [29-31]. Then, when a network failure is detected,

the recovery method immediately selects one of the pre-calculated settings according to the de-

tected failure. When the failure is covered by the pre-calculated settings, proactive recovery does

not require routing convergence time after the failure. However, when the failure has not been

considered in the pre-calculation, the proactive recovery method cannot completely recover from

the failure. Therefore, in the proactive method, we should carefully select the network failures

assumed to occur in pre-calculating the recovery settings.

In this thesis, the author proposes a proactive recovery method against multiple simultaneous

failures for large-scale packet switching networks. The proposed method exploits the overlay net-

working technique to realize fast and effective recovery from failures. Specifically, it is based on

Resilient Routing Layers (RRL) [32] that constructs multiple logical network topologies assuming

various failure patterns in advance. When a failure is detected, the proposed method can imme-

diately recover from the failure by utilizing the appropriate topology to the failure, without wait-

ing routing convergence in the underlay network. Furthermore, the proposed method considers

the correlation among overlay links in terms of utilizing underlay links to construct the effective

topologies for recovering from multiple simultaneous failures in the overlay network. Another

objective for the proposed method is that it should be applied to the existing overlay networks by

simple mechanism, for improving the reliability of the existing overlay networks.

The effectiveness of the proposed method is demonstrated by numerical evaluation results

using an actual router-level network topology and topologies generated by BRITE [33]. The author

exhibits that the proposed method improves overlay network reachability significantly in case of

simultaneous multiple underlay link failures. Furthermore, it is shown that the proposed method

can sustain the path length after recovery enough small. In addition, the author proposes the

partial re-calculation algorithms of the topologies for failure recovery against the overlay network

changes.

The remainder of this thesis is organized as follows. Section 2 gives a brief explanation of

RRL, which is the basis of the proposed method. In Section 3, the design issues and detailed

algorithms of the proposed method are presented. The author confirms the effectiveness of the

proposed method using extensive numerical examples in Section 4. Finally, Section 5 summarizes

the conclusions of this thesis and discusses areas of future consideration.
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2 Resilient Routing Layers (RRL)

In this section, the author explains Resilient Routing Layers (RRL) [32] that is the basis of the

proposed method. In Subsection 2.1, an overview of RRL is explained. The problem of RRL

against multiple simultaneous failures is described in Subsection 2.2, and the advantages to adapt

RRL for overlay networks are presented in Subsection 2.3.

2.1 Overview

RRL pre-calculates multiple network topologies and routing configurations, which are called

Routing Layers (RLs), from the original network topology. In each RL, RRL assumes that a

failure of the network node(s) occur, and configures the network topology to recover the failure

without degrading the reachability of other parts of the network. All network nodes share the

calculated RLs and select an identical RL when network failures occur. RRL utilizes the original

network topology as long as no failure occurs.

Figure 3 illustrates an example of the application of RRL to a sample network topology. In

this thesis, the node that is assumed to be down in each RL is denoted as an isolated node, and the

node that is not assumed to be down in each RL is denoted as a normal node. The calculated RLs

are defined a Routing Layer Set (RLSet). With the exception of the original network topology,

each RL has at least one isolated node. The weight of the link connected to the isolated node is

set to the maximum value so that the isolated node is prevented from using as a route among other

nodes. That is, the links connecting to the isolated node are used only when the isolated node is

either the source or destination node. Such links are denoted as isolated links and the rest links

are denoted as normal links. When a node detects its adjacent node failure, the node selects an RL

in which the failed node is isolated. Once the node selects an appropriate RL from the RLSet, all

transmitted packets can avoid the failure.

In Figure 3, the paths among normal nodes only use normal links, as shown solid lines in each

RL. Figure 3(a) represents the original network topology L0. L0 is utilized while no failure is

detected in the network. In L1 in Figure 3(b), nodes 1, 2, 3, and 4 are isolated nodes. In L2 in

Figure 3(c), nodes 5, 6, 7, and 8 are isolated. That is, every network node is isolated in at least

one RL in RLSet. Note that the weight of the isolated links, as shown dashed lines in Figure 3 is

set to the maximum value, since they are isolated links that connect to isolated nodes. Using this
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Figure 3: Resilient Routing Layers

figure, let us consider a data transmission from node 3 to node 4. When there is no failure in the

network, L0 is utilized and the route becomes 3-5-4, assuming that each RL utilizes the route by

Dijkstra’s shortest path algorithm. When node 5 is down, the route from node 3 to node 4 becomes

unavailable since it includes the failed node. In this case, L2 is utilized since node 5 is isolated in

L2. Then the route from node 3 to node 4 becomes 3-2-1-4, as shown in Figure 3(d).

2.2 Accommodation of multiple network failures

RRL can recover from a single node failure completely, meaning that it can keep the reachability

of all nodes except the failed node when all nodes are isolated in any RL. This is because each

node in the network is isolated in at least one RL in the RLSet. In [32], Hansen et al. show the

following evaluation results: even when the network has thousands of nodes, RRL requires as few
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as tens of RLs to keep all network nodes isolated in at least one RL. In addition, when multiple

nodes fail simultaneously, the failures can be recovered by utilizing the RL that isolates all failed

nodes simultaneously. In other words, RRL has a potential ability of recovering from multiple

simultaneous failures.

However, recovering from multiple simultaneous failures requires almost infinite number of

RLs to cover all failure patterns. Since the number of RLs is limited by the memory space of the

network nodes and/or the required bit size of packet header to identify RLs, it is impossible that

the RLSet covers all failure patterns. Isolating a lot of nodes in an identical RL can decrease the

number of RLs that cover multiple simultaneous failures. On the other hand, as the number of iso-

lated nodes in an RL increases, the number of available links in the RL decreases since the number

of isolated links increases. This results in the increase of the path length (hop count) among nodes

in the RL. Therefore, to realize high recovery performance against multiple simultaneous failures,

we should carefully configure the number of RLs in RLSet, the number of isolated nodes in each

RL, as well as the selection of nodes as isolated in each RL. However, to the best of our knowl-

edge, no other research results have been reported on RRL-based proactive recovery methods for

multiple simultaneous failures.

2.3 RRL implementation for overlay networks

In the network with RRL, all nodes share the same RLSet. When a node detects a failure, the node

searches the appropriate RL against the failure from the RLSet, and forward the packet according

to the configurations in selected RL. The identifier of selected RL is informed to the next-hop node

by putting the identifier on the packet header. Therefore, the node can correctly forward packet

without waiting routing convergence in the network. In [32, 34], the authors noted that RRL could

be implemented at various layers. In [34], they show an example of RRL implementation in a

Multi-Protocol Label Switching (MPLS) network. In an IP network, RRL can be implemented by

utilizing unused bits of the IP packet header to designate the identifier of the currently used RL.

One of the significant shortcomings in implementation at MPLS and IP layers is the requirement

standardization process. The other problem is that RRL must be implemented for all network

nodes (MPLS switches or IP routers) in the network.

Therefore, the author accommodates the overlay networking techniques to RRL to solve these

problems. When RRL is implemented on overlay networks, we receive both benefit of the reactive
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and the proactive recoveries. This is because the routing protocols on the underlay network, such

as BGP, generally employ the reactive recovery, and RRL implemented on the overlay network

employs the proactive recovery. Furthermore, since RRL implemented on the overlay network can

route the traffic with liberating the limitation on IP routing by ISPs, for example the peering links

are limited its usage as only two ASes interconnected by themselves, the recovery performance

with RRL may much improve.

13



3 Proposed method

In this section, the author proposes a proactive recovery method based on RRL. The proposed

method can recover from multiple simultaneous failures by utilizing overlay networking tech-

nique. In Subsection 3.1, preconditions and notations on the proposed method are explained. In

Subsection 3.2, the author proposes the algorithm to construct RLSet for failure recovery. Subsec-

tion 3.3 introduces two selection methods of appropriate RL to detected failures from RLSet. In

Subsection 3.4, the author describes how to accommodate network topology changes such as node

joining or deletion, at both of overlay network and underlay network.

3.1 Preconditions and notations

In the proposed method, the author assumes that an overlay network, which consists of overlay

nodes and overlay links, is given in advance and RLSet is constructed through the algorithms in

Subsection 3.2. Note that it is important to consider the appropriate setting (selecting of overlay

nodes and determining overlay network topology) for the initial overlay network for effective

recovery in underlay networks. Although this is one of our future work, the algorithms in this

section can be applied to existing overlay networks to increase their reliability and robustness

against failures.

The author also assumes the relationships between underlay network and overlay network is

determined as in Figure 1. Furthermore, it is assumed that all overlay nodes know the underlay net-

work topology and underlay routes between all overlay nodes. Table 1 summarizes the notations

utilized for the explanation of the proposed method in the following subsections.

3.2 RLSet construction algorithm

The proposed method constructs an RLSet that accommodates multiple simultaneous failures in

overlay network while keeping the number of RLs small, by utilizing the information of the un-

derlay network topology. Specifically, each overlay node first constructs multiple RLs as initial

RLSet. The constructed RLs are then aggregated among neighboring overlay nodes with some

merging procedures. Finally, all RLs are gathered at one overlay node and they construct an

RLSet. Note that the proposed method can decrease the computation time for RLSet construc-

tion due to its distributed construction algorithm, and improve the recovery performance since the

14



Table 1: Notations for proposed method

Gu Underlay network

Go Overlay network

V (G) Set of nodes in G, V (Go) ⊆ V (Gu)

E(G) Set of links in G

i, j, k, l, m, n Identifier of nodes, 1 ≤ i, j, k, l, m, n ≤| V (Gu) |

vi i-th underlay node in V (Gu)

s(vi) State of vi, s(vi) ∈ {0, 1} (0: merging, 1: waiting)

uij Underlay link between vi, vj ∈ V (Gu), uij ∈ E(Gu)

d(vi) Degree of vi, d(vi) :=| {uij | ∀j, uij ∈ E(Gu)} |

oij Overlay link between vi, vj ∈ V (Go), oij ∈ E(Go)

L(vi) Set of RLs held by vi

s, t Identifier of RLs and function of overlay link’s weight, 1 ≤ s, t ≤| L(vi) |

Li
s s-th RL in L(vi)

wi
s

Function of overlay link’s weight with Li
s

The weight of ojk is a with Li
s ⇔ wi

s(ojk) = a

L0

RL correspond to the original overlay network

L0 := (Gu, w0) s.t. ∀uij ∈ E(Gu), w0(uij) = 1

wi
s,t

Function of overlay link’s weight with Li
s,t that is merged Li

s and Li
t

wi
s,t(ojk) = a ⇔ max(wi

s(ojk), wi
t(oij)) = a

rjk(Li
s)

Set of underlay link on the path between vj , vk ∈ V (Go) with Li
s

rjk(Li
s) := {ulm | ulm on the path from vj to vk with Li

s}
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number of failure patterns that is covered in each RL increases.

3.2.1 Initial RLSet construction

First, each overlay node constructs the initial set of RLs that accommodates failures around the

node. The detailed method is shown as follows.

The overlay node vi constructs RLs each of which isolates one overlay link oij connecting to

vi. When there exists overlay links share some underlay links which construct oij , those overlay

links are isolated in a single RL. This is because such overlay links are likely to fail simultaneously.

When the resulting RL isolating all overlapping overlay links is not a connected graph, the author

utilizes multiple RLs to isolate those overlay links so that the generated RLs keep the connectivity.

On the other hand, when an underlay link is shared by all overlay links connected to an overlay

node, the RL that isolates the overlay links becomes unconnected to the node. In this case, the

author isolates the overlay node itself, instead of using such unconnected RL.

Here, a set of RLs at an overlay node is denoted as an RLSet and it is denoted as L(vi) through

the construction algorithm in Subsection 3.2. Algorithm 1 describes detailed construction algo-

rithm for initial RLSet L(vi) at overlay node vi.

Figure 4 illustrates examples of the initial RLSets corresponding to the overlay network de-

picted in Figure 1. The red link in each RL represents the underlay link composing the overlay

link that is isolated in the RL. The dotted links in the overlay network represents the overlay links

isolated in the RL simultaneously since they share at least one of the red underlay links. In all

initial RLSets except L(v4), overlay links sharing the identical underlay links are isolated by mul-

tiple RLs since the connectivity of the RL is lost when those overlay links are isolated in a single

RL.

3.2.2 RLSet integration

The initial RLSets constructed by the overlay nodes are aggregated and integrated into a single

RLSet, which would be shared among all overlay nodes. In addition, the author tries to merge

any two RLs into a single RL to decrease the number of RLs in RLSet and improve the recovery

performance of RLSet. The merging algorithm is quite simple: the overlay links and overlay nodes

isolated in both RLs become isolated in the merged RL. Here, two RLs are merged into a single
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Algorithm 1 Initial RLSet construction
Input: Overlay node vi, overlay network Go

Output: Initial RLSet L(vi) constructed by vi

1: L(vi) ← Ø /* L(vi) initialize as empty set */

2: s ← 1

3: for all j s.t. vj ∈ V (Go) and ∃oij ∈ E(Go) do

/* Isolate okl that overlaps the underlay link with oij in Li
s */

4: for all umn ∈ rij(L0) do

5: if Li
s ̸= L0, and Li

s is not the connected graph when all okl overlapping umn are isolated

then

/* When no more overlay link cannot be isolated in Li
s, the other overlay links are

isolated in new RL Li
s+1 */

6: L(vi) ← L(vi) ∪ {Li
s}

7: s ← s + 1

8: end if

9: for all rkl(L0) ∋ umn do

10: wi
s(okl) ← ∞

11: end for

12: end for

13: L(vi) ← L(vi) ∪ {Li
s}

14: s ← s + 1

15: end for

16: return L(vi)

17



(a) L(v1) (b) L(v2)

(c) L(v3) (d) L(v4)

(e) L(v5)

Figure 4: Example of initial RLSets

18



RL only when the following conditions are satisfied.

(1) The merged RL keeps the connectivity.

(2) The overlay node that is isolated in neither the RLs does not become isolated in the merged

RL.

(3) All isolated overlay nodes in the merged RL are connected to at least one normal overlay

node.

Note that the failure that can be recovered in the original RLs can be recovered in the merged

RL. Moreover, the number of failure patterns that can be recovered in the merged RL increases

since the number of isolated overlay nodes and links increases. This is one of important effects

in merging RLs. Another advantage is that it requires shorter time and smaller memory usage

in maintaining RLSet and searching RL in RLSet since the number of RLs in RLSet decreases.

However, the excessive merging has a bad effect on the path length in the merged RL since the

number of available overlay links decreases due to the increase of isolated overlay links. We

should also take care of the merging order of RLs in the initial RLSet at all overlay nodes since

it determines the recovery performance of the merged RL from multiple simultaneous failures,

as described in Subsection 2.2. Considering these issues, the author proposes the merging and

integration process of RLs in the initial RLSets at all overlay nodes into a single RLSet as follows.

Algorithm 2 presents the construction algorithm of RLSet from RLs in the initial RLSets

at all overlay nodes. In this algorithm, the author introduces two states: merging and waiting

and each overlay node behaves as follows. First, all overlay nodes become the merging state,

and the overlay node vp that has the most underlay links is selected as the starting point of the

integration. Second, vp becomes the waiting state and aggregates the RLSet constructed by its

adjacent overlay nodes whose state is merging into the RLSet at vp. Before aggregating vi’s

RLSet into vp’s RLSet, vi becomes the merging state and aggregates recursively the RLSets at its

adjacent overlay nodes whose state is merging into vi’s RLSet. By the recursive aggregating the

RLSets, all RLSets throughout the network are aggregated with only information of the state of

adjacent overlay nodes.

Detailed recursive behavior of an overlay node vi whose state is merging is as follows. First,

vi becomes the merging state. Second, vi adds the RLs in all RLSets at adjacent overlay nodes

19



whose state is merging to vi’s RLSet L(vj). Then, for all RL pairs Li
s, L

i
t ∈ L(vi), Li

s and Li
t

are merged into a single RL Li
s,t when Li

s,t satisfies three conditions described above. When Li
s,t

does not satisfies the conditions, Li
s and Li

t are not merged since there exists failure patterns from

which either Li
s or Li

t can recover and Li
s,t cannot recover. Furthermore, to avoid the bad effect of

merging RLs described above, two RLs Li
s and Li

t are merged into Li
s,t only when the following

condition are satisfied.

f(Li
s,t) ≥ f(Li

s) + f(Li
t)

2
(1)

where,

f(Li
s) = αI(Li

s) − βA(Li
s) (2)

I(Li
s) = | {ojk | wi(ojk) = ∞} |

A(Li
s) =

1
No

∑
j s.t. vj∈V (Go)

∑
k s.t. k ̸=j,vk∈V (Go)

|rjk(Li
s)|

No =
2

| V (Go) | (| V (Go) | −1)

The functions I and A gives the number of isolated links in RL and the average hop counts between

overlay nodes in RL, respectively. Equation (2) defines an evaluation metric for the effectiveness

of RL, where α and β are the parameters to determine the contribution degree of I and A in

Equation (1). When Li
s,t satisfies the conditions for merging and Equation (1), Li

s, L
i
t are removed

from L(vi) and Li
s,t is added to L(vi). This merging process is repeated until there becomes no

RL pair that can be merged.

Figure 5 shows examples of merging process. The RL pair that satisfies the conditions for

merging and Equation (1) is shown in Figure 5(a). Since the merged RL isolates one additional

overlay link while keeps path length small, it is expected that the merged RL improves the recovery

performance. Figure 5(b) shows the RL pair that satisfies the conditions for merging but does not

satisfy Equation (1). The merged RL isolates two additional overlay links but increases path length

largely because the merged RL becomes chain-like topology. The RL pair shown in Figure 5(c)

cannot be merged since the merged RL is not connected graph. The RL pair shown in Figure 5(d)

cannot be also merged since the merged RL isolates an additional overlay node.

Through the above process, all RLs in all overlay nodes are integrated into a single RLSet

at vp, which is the starting point of the aggregation. The RLSet should be distributed to overall

20



network to share it by all overlay nodes. The distribution method is out of scope of this thesis

since the existing methods [35, 36] can be utilized.

3.3 RL selection

When packets are routed according to the proposed method, there are two ways to select an RL

from the RLSet constructed according to the algorithms in Subsection 3.2, which are static RL

selection and dynamic RL selection. We summarize the details of both selection methods since

both of them have advantages and disadvantages.

3.3.1 Static RL selection

In static RL selection, when a failure is detected by a source node, the source node selects an RL

from RLSet according to the detected failed nodes and keeps using the RL until packets arrive

at the destination node. In detail, the source node selects an RL in which all failed nodes are

isolated. When more than one RL are found, the source node selects one of them that has the

smallest number of isolated nodes. In this case, the proposed method can guarantee full network

reachability. Conversely, when there is no RL in which all failed nodes are isolated, the source

node selects the RL that has the largest number of failed nodes as isolated. In this case, the selected

RL cannot completely guarantee network reachability. Obviously, static RL selection is simpler

than dynamic RL selection described below, since there is no need for the intermediate nodes to

select an RL in a packet-by-packet manner. This algorithm is shown in Algorithm 3.

3.3.2 Dynamic RL selection

The dynamic RL selection permits intermediate nodes to change the RL to be used. In detail, when

one of the intermediate nodes finds that it cannot forward a packet to the next-hop node because

the failure is not covered by currently-used RL, the node will change RL so that the packet can be

forwarded to the next-hop node. In general, this on-demand RL selection creates a routing loop

by repeated changes of RLs in some intermediate nodes. However, in the proposed method, we

avoid routing loop by forcing the node to use a new RL that has larger number of isolated nodes

than the current RL. The proposed method can forward packets to the destination node unless RLs

in RLSet are not exhausted. This algorithm is shown in Algorithm 4.

21



Algorithm 2 RLSet construction
Input: Overlay network Go, the initial RLSet L(vi) constructed by ∀vi

Output: RLSet L(vp) that aggregated all initial RLSet

1: p ← i s.t. vi ∈ V (Go)

2: for all vi ∈ V (Go) do

3: if d(vp) < d(vi) then

4: p ← i /* The overlay node that has the most underlay links is selected as vp */

5: end if

6: s(vi) ← 0 /* All overlay nodes are initialized as the merging state */

7: end for

8: return Integration(vp) /* Aggregate the initial RLSet recursively */

Integration(vi)

1: s(vi) ← 1 /* vi becomes the waiting state */

2: for all j s.t. s(vj) = 0 and oij ∈ E(Go) do

/* Aggregate the RLSets L(vj) into L(vi), where vj is adjacent to vi in overlay network

and the state of vj is merging */

3: L(vi) ← L(vi) ∪ Integration(vj)

4: end for

5: repeat

/* Repeat the following behavior until there is no RL pair can be merged */

6: L′ ← L(vi)

7: for all Li
s ∈ L(vi) do

8: for all Li
t ∈ L(vi) s.t. s ̸= t do

9: Merge Li
s and Li

t into Li
s,t

10: if Li
s,t satisfies the conditions for merging and Equation (1) then

11: L(vi) ← L(vi) − {Li
s, L

i
t} ∪{Li

s,t} /* Replace Li
s and Li

t with Li
s,t */

12: end if

13: end for

14: end for

15: until L(vi) = L′

16: return L(vi)
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(a) RL pair that satisfies the conditions for merging

and Equation (1)

(b) RL pair that satisfies the conditions for merging

but does not satisfy Equation (1)

(c) RL pair that cannot be merged since the topology

of the merged RL is unconnected

(d) RL pair that cannot be merged since the merged

RL isolates one additional overlay node

Figure 5: Merging process of RLs

Algorithm 3 Static RL Selection
1: if there exists a certain RL in which all failures are isolated then

2: Select the RL with the minimum number of safe nodes

3: else

4: Select the RL with the minimum number of isolated nodes and which makes failures iso-

lated the most

5: end if
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Algorithm 4 Dynamic RL Selection
1: if there exists a certain RL in which all failures are isolated then

2: Select the RL with the minimum number of isolated nodes

3: else

4: Select L0 tentatively

5: repeat

6: if next node is active then

7: Forward next node with tentatively selected RL

8: else if next node is down then

9: if tentative RL is not last RL then

10: Select next RL tentatively

11: else

12: Abort forwarding

13: end if

14: end if

15: until reach destination node

16: end if

This dynamic mechanism can increase the network reachability after recovery, even when

there is no RL in RLSet that makes all failures isolated. However, it may increase the processing

delay at intermediate nodes.

3.4 Accommodation of network topology changes

In general, the computer networks are always changing by adding and removing network elements

and occurring failures. For the proposed method, we should consider changes in both underlay

and overlay networks. In what follows in this subsection, the author describes the methods to

accommodate changes in overlay networks and those in underlay networks, respectively, to keep

the recovery performance of the proposed method.
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3.4.1 Partial reconstruction for overlay network changes

Ideally, the RLSet should be recalculated and distributed to network nodes against every change in

overlay networks. However, the frequent recalculation and distribution of RLSet should be avoided

due to the viewpoints of calculation overhead and distribution delay. Therefore, the proposed

method employs partial reconstruction of RLSet that can be done in parallel at each overlay node.

When a new overlay node/link is added to the existing overlay network, the new overlay

node/link is added to the overlay network topologies of all RLs in RLSet. At this point, the

newly-added node/link is not isolated in any RL, so the RLSet does not support any failure pat-

terns including the node/link. Therefore, the newly-added node/link should be isolated in some

RLs in RLSet. When an overlay link is added, it is isolated in RLs in which the new link is con-

nected to at least one isolated node. When an overlay node is added, each overlay node searches

RLs in RLSet where the new node is connected to at least one normal overlay node. Among such

RLs, each overlay node selects one RL with minimum number of isolated nodes and isolate the

newly-added node in the selected RL. Finally, each overlay node modifies the routing configura-

tions for each RL in RLSet, and the newly-added overlay node receives the reconstructed RLSet

from its adjacent overlay node. Note that the above calculations can be done at each overlay node

in a distributed fashion. Therefore, no information exchanges is required between overlay nodes.

Algorithms 5 and 6 describe the pseudo codes for overlay nodes when adding overlay nodes and

overlay links, respectively.

On the other hand, when an overlay node/link is removed from the overlay network, each

overlay node removes the overlay node/link and modifies the routing configurations for each RL

in RLSet. Algorithms 7 and 8 are the pseudo codes of the process in each overlay node. Note

that the proposed method utilizes the RLSet constructed before the overlay network changes until

removing algorithms complete reconstructing RLSet. Furthermore, the proposed method main-

tains the old RLSet for a while to be used when removed overlay nodes and links join the overlay

network again in short time because of node reboot, link resetting, and so on.

However, by utilizing the above algorithm, the recovery performance may degrade in some

situations. The author explains the problem by using Figure 6, which depicts the case when a new

overlay node connects to one isolated overlay node and one normal overlay node (Figure 6(a)),

and the case when a new overlay node connects only to two isolated overlay nodes (Fig. 6(b)).
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Algorithm 5 New overlay node addition

Input: RLSet L̂, added overlay node vn, set of added overlay links E′
o

Output: Partial reconstructed RLSet L̂

1: if vi ̸= vn then

/* A new overlay node and links are added to the overlay network */

2: V (Go) ← V (Go) ∪ {vn}

3: E(Go) ← E(Go) ∪ E′
o

4: IM ← ∞

5: for all Ls ∈ L̂ do

/* Search RL in which can isolate onj ∈ E′
o */

6: if I(Ls) < IM and vn connects at least one normal overlay node in Ls then

7: IM ← I(Ls), M ← k

8: end if

9: end for

/* Isolate onj ∈ E′
o in LM */

10: for all onj ∈ E′
o do

11: wM (onj) ← ∞

12: end for

13: end if

14: for all Ls ∈ L̂ do

15: Calculate the routing configuration of Ls

16: end for

17: return L̂
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Algorithm 6 New overlay link addition

Input: RLSet L̂, added overlay link onm

Output: Partial reconstructed RLSet L̂

1: if vi ̸= vn then

/* A new overlay link is added to the overlay network */

2: E(Go) ← E(Go) ∪ {onm}

3: IM ← ∞

4: for all Ls ∈ L̂ do

/* Isolate onm when onm connects at least one isolated overlay node */

5: if onm connects at least one isolated overlay node in Ls then

6: ws(onm) ← ∞

7: end if

8: end for

9: end if

10: for all Ls ∈ L̂ do

11: Calculate the routing configuration of Ls

12: end for

13: return L̂

Algorithm 7 Overlay node deletion

Input: RLSet L̂, removed overlay node vi

Output: Partial reconstructed RLSet L̂

/* Overlay node and its overlay links are removed from the overlay network */

1: V (Go) ← V (Go) − {vi}

2: for all j s.t. oij ∈ E(Go) do

3: E(Go) ← E(Go) − {oij}

4: end for

5: for all Ls ∈ L̂ do

6: Calculate the routing configuration of Ls

7: end for

8: return L̂
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Algorithm 8 Overlay link deletion

Input: RLSet L̂, removed overlay link oij

Output: Partial reconstructed RLSet L̂

/* Overlay node and its overlay links are removed from the overlay network */

1: E(Go) ← E(Go) − {oij}

2: for all Ls ∈ L̂ do

3: Calculate the routing configuration of Ls

4: end for

5: return L̂

n e w l y � a d d e d n o d ei s o l a t e d o v e r l a y n o d e
(a) An RL in which new node is isolated

n o r m a l o v e r l a y n o d e
(b) An RL in which new node connects only iso-

lated nodes

Figure 6: Problems in joining new nodes
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In the former case, the newly-added overlay node can be isolated without any problems and the

recovery performance does not degrade. However, in the latter case, the newly-added node cannot

be isolated and there is no path to and from the node in this RL. Therefore, when this RL is selected

for failure recovery, the overlay network reachability degrades.

To solve this problem, we need the overall reconstruction of the RLSet, which means that each

overlay node constructs the RLSet according to Algorithms 1 and 2, to maintain the recovery per-

formance. In Section 4, the author evaluates the performance degradation caused by this problem

and discusses the appropriate interval for overall recalculation of RLSet against network growth.

3.4.2 Overall reconstruction for underlay network changes

When the underlay network changes, the proposed method should reconstruct the RLSet since the

proposed method is based on the correlation among overlay links in terms of utilizing underlay

link. Specifically, each overlay node constructs the RLSet according to Algorithms 1 and 2.
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4 Performance evaluations

In this section, the author presents evaluation results of recovery performance of the proposed

method. The evaluation method is shown in Subsection 4.1. The results of overlay network

reachability and the path length are shown in Subsection 4.2 and Subsection 4.3, respectively. In

Subsection 4.4, the author represents the evaluation results of the performance degradation caused

by the partial reconstruction of RLSet as described in Subsection 3.4.

4.1 Evaluation method

To evaluate the proposed method, two kinds of network topologies are utilized for underlay net-

work topology. The utilized underlay networks are as follows.

• AT&T topology

This is a router-level topology in the actual ISP in the United States, which can be found in

[37]. The underlay network topology has 523 underlay nodes (routers) and 1304 underlay

links, meaning that the average degree is around 2.5.

• BA topology

This topology is generated by the topology generator BRITE [33], which follows the Barabási-

Albert (BA) model in [38]. The topology starts with a network topology of 50 nodes and 194

links, and add a new node with 2 links to the network in a one-by-one manner. The topol-

ogy growth continues until the topology has 100 nodes and 294 links. In the evaluation, the

authors generate 100 different topologies for averaging the results.

The author assumes that overlay networks are built on those underlay networks. Figure 7

shows examples of underlay and overlay network topologies, which is generated by Graphviz [39].

Note that part of underlay nodes become overlay nodes, and overlay links are established among

those overlay nodes. Two kinds of overlay network topology are also utilized. Here, the parameter

n means the number of overlay nodes, and the parameters that determines the number of overlay

links in ER topology and BA topology are denoted as le and lb, respectively. Besides, the ranges

of le and lb are from 1 to (n − 1)/2.

• ER topology

This topology follows the Erdös-Rényi (ER) model in [40]. In the topology, n underlay
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nodes become overlay nodes in this topology, and all overlay node pairs establish an overlay

link between them with the probability 2le/(n − 1). The topology finally has n nodes and

approximately nle links

• BA topology

This topology follows the Barabási-Albert (BA) model in [38]. The topology starts with

a full mesh network topology of lb nodes and l(l − 1)/2 links, and add a new node with

lb links to the network in a one-by-one manner. The topology growth continues until the

topology has n nodes and l(2n − l − 1)/2 links.

Note that the number of overlay links are approximately the same in both topologies when n ≫ le,

n ≫ lb, and le = lb. For example, when n = 100, le = 4, and lb = 4 are given, the number of

overlay links in ER topology is around 400 and that in BA topology is 390.

For simulating the multiple simultaneous failures, the author utilizes the following two failure

types.

• Random failures

The failures grow by stopping randomly-selected underlay links.

• Adjacent failures

The failures stop randomly-selected underlay links firstly, and then they grow by stopping

the underlay link that is adjacent to the failed underlay links.

In the following evaluations, the author sets α = β = 1 in Equation (1), le = 4, lb = 4 and the

ratio of the number of overlay nodes to the number of underlay nodes, which is defined as overlay

node density, is 0.25 except as otherwise noted. The overlay routing selects the path to minimize

the number of hop counts in overlay network.

Table 2 shows the relationships between the number of overlay nodes and RLs generated by

the proposed method when BA topology is utilized for overlay network. From this table, we can

find that the increase of the number of RLs is smaller than the increase the number of overlay

nodes in BA topology. This is because when the number of overlay nodes increases, the candidate

RLs for merging also increase.

The author evaluates the overlay network reachability defined by the ratio of reachable overlay

node pairs after recovering from the failure to all overlay node pairs in the overlay network except
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(a) AT&T topology

(b) BA topology

Underlay node

Overlay node

Underlay link

Overlay link

(c) Types of nodes and links in above graphs

Figure 7: Examples of underlay network and overlay network
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Table 2: Relationships between the number of overlay nodes and generated RLs

Underlay network # of overlay nodes # of overlay links Average degree # of average RLs

BA topology

10 34 3.4 10.7

25 94 3.8 16.4

50 194 3.9 24.1

75 294 3.9 34.8

100 394 3.9 45.9

AT&T topology 131 514 3.9 399

the failed nodes. In addition, the path length, which means underlay hop counts, between all

reachable node pairs is evaluated.

In the evaluation results given in the following subsections, the author plots the results of two

extreme cases for comparison purposes: Ideal, which represents the results of the ideal case where

we recalculate the routing configurations after removing failed underlay links, and Normal, which

represents the results in the original topology without applying any failure recovery mechanisms.

Ideal and Normal provide the upper and lower limit of the network reachability, respectively. In

addition, the results of the proposed method with static and dynamic RL selection are denoted as

Proposal and ProposalDY, respectively.

4.2 Overlay network reachability

Figure 8 shows the evaluation results of the overlay network reachability as a function of the

number of failed underlay links in the underlay network based on BA topology and the overlay

network based on ER topology, against random and adjacent failures, respectively. In addition ,

the author denotes this network as BA-ER network and utilizes the similar abbreviation in what

follows. Figure 9 shows the corresponding results in BA-BA network. From these figures, it is

found that the proposed method improves the overlay network reachability in almost all cases. For

example in Figure 9(a), the dynamic RL selection improves the overlay network reachability from

41 % to 81 % when 64 underlay links go down simultaneously.

More precisely, the dynamic RL selection provides larger improvement in the overlay network
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reachability than the static RL selection. This is because that the difference behavior of static

and dynamic RL selection affects the overlay network reachability when there is no RL in RLSet

that makes all failures isolated. With static RL selection, the proposed method cannot provide

complete reachability since it utilizes the RL that does not isolates all failures. In contrast, the

dynamic RL selection can avoid all failures by utilizing multiple RLs. However, the dynamic

selection is inferior to Ideal case since it avoids utilizing the RL that selected before.

On the other hand, when a large number of underlay links go down simultaneously, the per-

formance of the static RL selection becomes lower than that of the original topology. This may

be attributable to the selected RL by static RL selection because the static selection selects the

RL that has the largest number of failed overlay links as isolated rather than the original topology.

That is, static RL selection is effective against the small number of failures, but it may decrease

the overlay network reachability when a large number of underlay links fail simultaneously.

Furthermore, it is found that the difference between the results against the random and adjacent

failures is quite small. In addition, we can observe that BA-ER network and BA-BA network

show the similar performance when comparing Figures 8 and 9. This is because the proposed

method can recover effectively from multiple simultaneous failures against any overlay networks

by considering the correlation among overlay links in terms of utilizing underlay link. Therefore,

the following evaluations in this subsection utilize BA topology for overlay network and adjacent

failures to avoid redundant explanations except as otherwise noted.

Figure 10 shows the corresponding results to Figure 9 with the AT&T topology as underlay

network. We can see from these figures that the dynamic RL selection gives the similar per-

formance to Ideal case especially when the number of failure links increases. For example, the

overlay network reachability is improved from 51% to 97% when 128 underlay links fails simulta-

neously. The reason is that the upper limit of the number of RL switching at intermediate overlay

nodes increases since the AT&T topology has more nodes than the BA topology (in this case the

number of RLs is 399 as shown in Table 2). In contrast, the static RL selection degrades the reach-

ability. This is caused by the increase of the failure patterns as increasing the number of underlay

links.

The changes in the overlay network reachability with overlay node density are shown in Figure

11. From this figure, we can observe that as the number of overlay nodes increases, the reachability

of the dynamic RL selection increases. The reason is the increase of the number of RLs in RLSet
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Figure 8: Overlay network reachability in BA-ER network

35



0.9999999

0.999999

0.99999

0.9999

0.999

0.99

0.9

0
 1  10  100

R
ea

ch
ab

ili
ty

Number of failed underlay links

Ideal
Normal

Proposal
ProposalDY

(a) Random failures

0.9999999

0.999999

0.99999

0.9999

0.999

0.99

0.9

0
 1  10  100

R
ea

ch
ab

ili
ty

Number of failed underlay links

Ideal
Normal

Proposal
ProposalDY

(b) Adjacent failures

Figure 9: Overlay network reachability in BA-BA network
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Figure 10: Overlay network reachability in AT&T-BA network
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since the number of overlay nodes increases as described in Table 2. Inversely, the reachability of

the static RL selection decreases as the number of overlay nodes increases. This is because that

when there are a small number of overlay nodes, RLs that isolate lots of overlay links are often

constructed since the overlay links overlap many underlay links. In contrast, when the number of

overlay nodes increases, the RLs that isolate a large number of overlay links are hardly constructed

since the overlay links overlap few underlay links.

Figure 12 illustrates the effect of α on the overlay network reachability. From this figure, it

is found that the reachability of the proposed method with both RL selection decreases when α

is extremely small. The reason is that the number of isolated overlay links in each RL decreases

since the most of RL pairs in RLSet cannot be merged. In a similar fashion, the changes in the

overlay network reachability in the case of β = 10, 100, and 1000 are shown in Figure 13. Again,

it is seen that the reachability of the proposed method decreases when β becomes large since very

few RL pairs are likely to be merged into a single RL with large β.

4.3 Path length

Figure 14 shows the evaluation results of the average path length as a function of the number of

failed underlay links in BA-ER network, against random and adjacent failures, respectively. Figure

15 shows the corresponding results in BA-BA network. From these figures, we can observe that

the average path length of the static and dynamic RL selections increases by up to 43% and 27 %,

respectively. This is attributable to the isolation of overlay links in RLs. More precisely, the reason

why the path length of the dynamic RL selection is smaller than those of the static RL selection

is that when there is no RL that all failures are isolated, the dynamic RL selection utilizes shorter

paths by selecting the RL that has smaller number of isolated overlay links, while the static RL

selection utilizes longer paths by selecting the RL that has the largest number of failed nodes as

isolated.

On the other hand, when the number of failed underlay links increases, the results of the

original topology and the static RL selection decrease. Note that these are not the results of

decreasing the path length itself but that the overlay node pairs in long path lose the connectivity.

Figure 16 presents the corresponding results to Figure 15 in the AT&T-BA network. From this

figure, we can see that the proposed method slightly increases the average path length by up to 1.6

% compared with that of Ideal against both failures. This is because the difference of path length
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(b) Overlay node density: 0.5
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(c) Overlay node density: 0.75
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(d) Overlay node density: 1

Figure 11: Changes in overlay network reachability with overlay node density
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Figure 12: Changes in overlay network reachability with α
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Figure 13: Changes in overlay network reachability with β
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(b) Adjacent failures

Figure 14: Average path length in BA-ER network
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(b) Adjacent failures

Figure 15: Average path length in BA-BA network
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in underlay network between the shortest and alternative paths is small compared to small size

networks, such as BA topology underlay networks. In other words, the increase of the underlay

network size improves the redundancy of the overlay network. The rest of results are similar to

the results in Figure 15.

Figure 17 shows the changes in the average path length in the same situation in Figure 11.

From this figure, we can see that as increasing overlay node density the average path length of all

methods increases. This is due to the increase of the average overlay hop counts since the number

of overlay nodes increases.

Figure 18 presents the distribution of path length when the number of failed underlay links

changes. We can see that the proposed method has longer-hop paths regardless of the selection

method and the number of failed links. This is because that the proposed method utilizes the net-

work topology that has less links than the Ideal and Normal. This characteristic becomes stronger

as the number of merged RL pairs increases, and the increase of average path length is caused by

this characteristics. In addition, when the number of failed underlay links increases, the distribu-

tions in the original topology and the static RL selection concentrate around the shorter length. The

reason is that the connectivity of longer-hop paths is often lost due to the decrease of reachability

as shown in Figure 9(b).

Figures 19 and 20 show the changes in the average path length with various values of α and β,

respectively. we can see from these figures, the path length of the proposed method is similar to

that of the ideal case when the number of merged RL pairs decreases by setting α to a small number

and β to a large number. Therefore, the path length of the proposed method can be suppressed

with appropriate values of α and β to obtain better recovery performance. In other words, there is

a trade-off relationship between the number of recoverable failure patterns and the path length in

the proposed method.

4.4 Performance with network growth

The author finally investigates the performance of the proposed method with network growth. In

the following graphs, the author denotes the results of the proposed method with static and dy-

namic RL selection when RLSet is recalculated against every entry of a new overlay node, as

ProposalRC and ProposalRCDY, respectively. Note that Proposal and ProposalDY do not recon-

struct the RLSet and they utilize the partial reconstruction method described in Subsection 3.4.1.
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Figure 16: Average path length in AT&T-BA network
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(a) Overlay node density: 0.1
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(c) Overlay node density: 0.75
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(d) Overlay node density: 1

Figure 17: Changes in average path length with overlay node density
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Figure 18: Distributions of path length against the number of failed underlay links
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(c) α = 10

Figure 19: Changes in average path length with α
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(c) β = 1000

Figure 20: Changes in average path length with β
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Figure 21 shows the changes in the overlay network reachability as a function of the number of

overlay nodes added to the overlay network after the calculation of RLSet, by using BA-BA net-

work. From this figure, we can find that the partial reconstruction with dynamic selection improves

the overlay network reachability slightly. The reason of this is that by isolating the newly-added

overlay nodes with the partial reconstruction, the failures that are not assumed in RLSet before

adding the node can be recovered by multiple partially-reconstructed RLs. In addition, we can

observe that when the number of failed underlay links is small, the effectiveness of overall recon-

struction is large. This is because the overall reconstruction can guarantee recovering from the

failures of newly-added overlay links completely. We can also find that as increasing the number

of added overlay nodes, the overall reconstructed RLSet improves its reachability. This is due to

the increase of the number of RLs similar to in Figure 11.

Figure 22 shows the average path length in the same situations in Figure 21. From this figure,

we can see that the average path length of RLSet with overall reconstruction is larger than that

with partial reconstruction. The reason is that the number of available overlay links decreases

with overall reconstruction since the RLSet with overall reconstruction also isolates newly-added

overlay links in various RLs. On the other hand, as increasing the number of added overlay

nodes, the average path length of Ideal case increases. This is because the ideal topology keeps

connectivity between the overlay nodes in longer distance.
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Figure 21: Overlay network reachability against network growth in BA-BA network
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Figure 22: Average path length against network growth in BA-BA network
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5 Conclusions

In this thesis, the author proposed the proactive recovery method for large-scale packet switching

networks such as the current Internet, by utilizing overlay networking technique. For multiple

simultaneous failures, the proposed method constructs multiple logical network topologies as-

suming various failure patterns in advance. More precisely, the proposed method is designed to

construct the effective topologies for recovering from multiple simultaneous failures, by consid-

ering the correlation among overlay links in terms of usage underlay link. In addition, distributed

topology construction algorithm of the proposed method extends the range of application, and

topology integration algorithm of the proposed method improves recovery performance.

Through the numerical evaluation, the proposed method can improve overlay network reacha-

bility from 51 % to 97 % when 25% of network links are go down simultaneously, while it increase

average path length only up to 1.6 %.

For future work, the author will try to eliminate assumption that each overlay node knows the

complete information of underlay network, meaning that each overlay node knows the information

measured by itself. The author also plans to apply the proposed method to unstable networks where

nodes are frequently joining and leaving such as wireless ad-hoc networks.
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