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Abstract—One approach to accommodating traffic on a wavelength-routed optical network is to construct a virtual network topology (VNT) by establishing a set of lightpaths between nodes. To accommodate fluctuating traffic on a VNT, we propose an adaptive VNT control method, which reconfigures VNTs according to traffic conditions on VNTs, in IP over wavelength-routed WDM networks. To achieve adaptability in the VNT control method, we focus on attractor selection, which models behaviors where biological systems adapt to unknown changes in their surrounding environments and recover their conditions. The biological system driven by attractor selection adapts to environmental changes by selecting attractors at which the system condition is preferable. Our VNT control method uses deterministic and stochastic behaviors and controls these two appropriately by simple feedback of the conditions of an IP network. By utilizing stochastic behavior, our new approach adapts to various changes in traffic demand and our method only uses load information on links, which is easily and directly retrieved, and thus achieves quick responses to changes in traffic demand. The simulation results indicate that our VNT control method based on attractor selection quickly and adaptively responds to various changes in traffic demand and our method adapts to at most twice larger changes in traffic demand than existing heuristic approaches.

I. INTRODUCTION

Wavelength Division Multiplexing (WDM) networks offer a flexible network infrastructure by using wavelength-routing capabilities. In such wavelength-routed WDM networks, a set of optical transport channels, called lightpaths, are established between nodes via optical cross-connects (OXC s). Much research has been devoted to methods of carrying IP traffic, which is the major part of Internet traffic, over wavelength-routed WDM networks [1]–[7]. One approach to accommodating IP traffic on a wavelength-routed WDM network is to configure a virtual network topology (VNT), which consists of lightpaths and IP routers. To achieve effective transport of traffic, VNT control, which configures a VNT on the basis of given traffic demand matrices, has been investigated by many researchers [8], [9].

With the growth of the Internet, new application layer services, such as peer-to-peer networks, voice over IP, and video on demand have emerged and these applications cause large fluctuations in network environments. For instance, the hugely fluctuating traffic demand caused by interactions between overlay networks and existing traffic engineering mechanisms has been revealed [10], [11]. Therefore, it is important to achieve a method of controlling VNT that is adaptive to changes in network environments.

The approaches to efficiently accommodating changing traffic demand on VNTs can basically be classified into two, i.e., offline and on-line approaches. In offline approaches, VNTs are statically constructed to efficiently accommodate one or multiple traffic demand matrices [12]–[14]. These approaches mainly assume that these traffic demand matrices will be available before the VNT is constructed or assume that changes in the traffic demand matrices can be predicted. However, it is obvious that offline approaches cannot efficiently handle unexpected changes in traffic demand since VNTs are configured for a certain set of traffic demand matrices.

In contrast with offline approaches, on-line approaches dynamically reconfigure VNTs based on their detection of degraded performance or periodic measurements of the network status without a priori knowledge of future traffic demand [15]–[17]. Therefore, on-line approaches adapt to changes in traffic demand. We develop an on-line approach to achieve an adaptive VNT control method. In [15], a VNT reconfiguration method that uses given traffic demand matrices and configures an optimal VNT for the new traffic demand matrix was proposed. For the smooth transition of VNTs, this method designs a new VNT by solving linear programming with constraints on the number of changing lightpaths between the old and the new VNTs. In [16], [17], the authors proposed an optimization-based and heuristic VNT reconfiguration method based on periodic measurements of the load on lightpaths. This method adapts to changes in traffic demand by adding one new lightpath when congestion occurs on the VNT or deleting one underutilized lightpath on the assumption that traffic demand is changing gradually over long timescales.

Existing on-line VNT control methods assume that traffic demand is changing gradually and periodically as observed in [18]. However, if there are overlay networks on top of the network controlled by the VNT control mechanism, traffic demand fluctuates greatly and changes in traffic demand are
unpredictable as has been pointed out [10], [11]. Therefore, an important objective is to develop a VNT control method that adapts to various changes in traffic demand. To achieve this objective, we adopt a non-rule-based approach and not the rule-based approaches that are used by existing heuristic VNT control methods. A rule-based approach is defined as one that assumes a certain set of scenarios for traffic changes and prepares countermeasures to those changes as rules, i.e., algorithms for VNT reconfigurations. For these assumed changes in traffic demand, these approaches may guarantee optimal performance or adaptability but they cannot guarantee if unexpected changes will occur. In contrast with rule-based approaches, non-rule-based approaches do not use predefined algorithms for adapting to changes in traffic demand. Instead of predefined algorithms, non-rule-based approaches mainly use stochastic behavior for adapting to changes in traffic demand. Therefore, they do not guarantee optimal performance but do have capabilities for adapting to unexpected changes in traffic demand. Unlike most other rule-based VNT control methods, we aim at a VNT control method that will be robust against various changes in traffic demand by using a non rule-based approach. This paper focuses on mechanisms found in biological systems, which are adaptive against changes in their surrounding environments, as one of the non-rule-based approaches.

It is a well-known fact that mechanisms found in biological systems are robust and can handle changes in the environment [19]. Therefore, many methods that have been inspired by certain behaviors found in nature have been proposed in information science. In this paper, we focus on attractor selection, which models behaviors where living organisms adapt to unknown changes in their surrounding environments and recover their conditions. In [20], the authors show an attractor selection model for Escherichia coli (E. coli) cells to adapt to changes in the availability of a nutrient. As another model of an attractor selection, the mechanism for adaptability of a cell, which consists of a gene regulatory network and a metabolic network, is introduced in [21]. One successful proposal for adaptive network control based on attractor selection was presented in [22]. They proposed a path selection mechanism, which was robust against changes in the delay of paths, based on the attractor selection model introduced in [20]. The fundamental concept underlying attractor selection is that the system adapts to environmental changes with selecting a suitable attractor for the current surrounding environment. This selection mechanism is performed by deterministic and stochastic behaviors, and these are controlled by a simple feedback of current system conditions, as we will describe in Section II-B. This characteristic is one of the most important differences between attractor selection and other rule-based heuristic or optimization approaches. While existing rule-based approaches cannot handle unexpected changes in the environment, attractor selection has the capability of adapting to unknown changes since the system is driven by stochastic behavior and simple feedback of current system conditions. Therefore, we adopt attractor selection as the key mechanism in our VNT control method to attain adaptability against various changes in traffic demand.

In this paper, we propose an adaptive VNT control method based on the attractor selection described in [21]. We focus on the similarity of the layered architecture between this attractor selection model and the IP over wavelength-routed WDM network. The reason we adopt attractor selection to achieve an adaptive VNT control method instead of a rule-based approach is because our attention is on adaptability. Unlike most other heuristic VNT control methods [9], we prefer a method that will be robust in the presence of fluctuations in environmental conditions, which may not achieve optimal performance.

Furthermore, both the E. coli cell and the gene-metabolic network adapt to changes in their surrounding environments without any molecular machinery for signal transduction from the environment to the gene-regulation apparatus. These biological systems adaptively respond to environmental changes with only simple feedback of system conditions. Our approach uses this feature to react against changes in the environment as quickly as possible. Unlike most existing VNT control methods that construct VNTs according to traffic demand matrices [9], [16], our method only uses the load on links as the network status. The quantity of information on the load on links is less than that obtained from traffic demand matrices, but information about the load on links is retrieved directly using SNMP. Therefore, we can achieve fast reaction and adaptation against changes in traffic demand by only using the load on links.

Both the IP over WDM network and attractor selection in the gene regulatory and metabolic reaction networks have layered structures. However, there are various differences that are mainly derived from the constraints of the physical network such as the number of transmitters and receivers. We need to interpret the attractor selection model for the VNT control method appropriately to develop an adaptive method based on attractor selection. More precisely, we need to design proper attractors that correspond to configurations of VNTs. We will describe the interpretation of attractor selection for the VNT control method in more detail in Section II.

The rest of this paper is organized as follows. In Section II, we first describe our target network and then introduce the concept of attractor selection studied in [21]. We then propose an adaptive VNT control method based on attractor selection. Then, we evaluate the adaptability of our method to changes in traffic demand in Section III. We conclude this paper in Section IV.

II. VNT CONTROL BASED ON ATTRACTOR SELECTION

This section proposes a VNT control method based on the attractor selection model. We first introduce the network model that we use. Then, we outline our VNT control method based on attractor selection, and then describe our approach in detail.

A. VNT control

Our network consists of nodes having IP routes overlaying OXCs, with the nodes interconnected by optical fibers, as shown in Fig. 1. This constitutes the physical topology of the network. Optical de-multiplexers allow each optical signal to be dropped to IP routers or OXCs enable to pass through
those signals. In such wavelength-routed networks, nodes are connected with dedicated virtual circuits called lightpaths. VNT control configures lightpaths between IP routers via OXCs on the WDM network and these lightpaths and IP routers form a virtual network topology (VNT) as shown in Fig. 2. When lightpaths are configured in the WDM network as illustrated in Fig. 1, the VNT in Fig. 2(a) is constructed. The IP network uses a VNT as its network infrastructure and transports IP traffic on the VNT.

To accommodate dynamically changing traffic on wavelength-routed networks, we need to reconfigure VNTs according to traffic conditions on the VNTs. For instance, when a large amount of traffic flows between adjacency nodes, i.e., between node 1 and 2, node 2 and 3, node 3 and 4, and node 4 and 1, VNT 1 (Fig. 2(a)) achieves the more efficient traffic transport than VNT 2 (Fig. 2(b)). In the case that traffic between diagonal nodes, i.e., between node 1 and 3 and node 2 and 4, increases, VNT 2 is suitable for transporting that traffic. In this way, wavelength-routed optical networks offer the means of adapting to changing traffic by reconfiguring VNTs. To achieve an adaptive VNT control method, it is indispensable to consider how to reconfigure VNTs and where to establish lightpaths. Therefore, we focus on deciding where to establish lightpaths and use the WDM network as a network infrastructure that provides a set of lightpaths.

B. Attractor Selection

Here, we briefly describe attractor selection, which is the key mechanism in our VNT control method. The original model for attractor selection was introduced in [21].

1) Concept of Attractor Selection: The dynamic system that is driven by attractor selection uses noise to adapt to environmental changes. In attractor selection, attractors are a part of the equilibrium points in the solution space in which the system conditions are preferable. The basic mechanism consists of two behaviors, i.e., deterministic and stochastic behaviors. When the current system conditions are suitable for the environment, i.e., the system state is close to one of the attractors, deterministic behavior drives the system to the attractor. Where the current system conditions are poor, stochastic behavior dominates over deterministic behavior. While stochastic behavior is dominant in controlling the system, the system state fluctuates randomly due to noise and the system searches for a new attractor. When the system conditions have recovered, deterministic behavior again controls the system. These two behaviors are controlled by simple feedback of the conditions of the system. In this way, attractor selection adapts to environmental changes by selecting attractors using stochastic behavior, deterministic behavior, and simple feedback. In the following section, we introduce attractor selection that models the behavior of gene regulatory and metabolic reaction networks in a cell.

2) Attractor Selection in a Cell: Fig. 3 is a schematic of the cell model used in [21]. It consists of two networks, i.e., the gene regulatory network in the dotted box at the top of Fig. 3 and the metabolic reaction network in the box at the bottom. Each gene $i$ in the gene regulatory network has an expres-
sion level of proteins, $x_i$, and deterministic and stochastic behaviors in each gene control the expression level. The dynamics of the expression level of the protein on the $i$-th gene, $x_i$, is described as

$$\frac{dx_i}{dt} = f\left(\sum_{j=1}^{n} W_{ij} x_j - \theta\right) \cdot v_g - x_i v_g + \eta. \quad (1)$$

The first and second terms at the right hand side represent the deterministic behavior of gene $i$, and the third term $\eta$ represents stochastic behavior. The deterministic behavior controls the $x_i$ due to the effects of activation and inhibition from the other genes. Those regulations of protein expression levels on gene $i$ by other genes are indicated by regulatory matrix $W_{ij}$, which takes 1, 0, or $-1$, corresponding to activation, no regulatory interaction, and inhibition of the $i$-th gene by the $j$-th gene. In Fig. 3, the effects of activation are indicated by the triangular-headed arrows and those of inhibition are indicated by the circular-headed arrows. In stochastic behavior, inherent noise randomly changes the expression level. The rate of increase in the expression level is given by the sigmoidal regulation function, $f(z) = 1/(1 + e^{-\mu z})$, where $z = \sum W_{ij} x_j - \theta$ is the total regulatory input with threshold $\theta$ for increasing $x_i$, and $\mu$ indicates the gain parameter of the sigmoid function. The second term represents the rate of decrease in the expression level on gene $i$. The last term at the right hand side in Eq. (1), $\eta$, represents molecular fluctuations, which is Gaussian white noise. Noise $\eta$ is independent of production and consumption terms and its amplitude is constant. The change in expression level $x_i$ is determined by deterministic behavior, the first and second terms in Eq. (1), and stochastic behavior $\eta$. The deterministic and stochastic behaviors are controlled by growth rate $v_g$, which represents the conditions of the metabolic reaction network.

In the metabolic reaction network, metabolic reactions consume various substrates and produce new substrates. Dynamics of concentrations of the metabolic substrates are determined by metabolic reactions, which are internal influences, and the transportation of substrates from the outside of the cell, which is an external influence. These metabolic reactions are catalyzed by proteins on corresponding genes. The expression level decides the strength of catalysis. A large expression level accelerates the metabolic reaction and a small expression level suppresses it. In other words, the gene regulatory network controls the metabolic reaction network through catalyses. In Fig. 3, metabolic reactions are illustrated as fluxes of substrates and catalyses of proteins are indicated by the dashed arrows. Since we mainly use the gene regulatory network and only mentioned concept of the metabolic reaction network, we have omitted a description of the metabolic reaction network from this paper. Readers can refer to [21] for a detailed description of the metabolic reaction network.

Some metabolic substrates are necessary for cellular growth. Growth rate $v_g$ is determined as an increasing function of the concentrations of these vital substrates. The gene regulatory network uses $v_g$ as the feedback of the conditions on the metabolic reaction network and controls deterministic and stochastic behaviors. If the concentrations of the required substrates decrease due to changes in the concentrations of nutrient substrates outside the cell, $v_g$ also decreases. By decreasing $v_g$, the effects that the first and second terms in Eq. (2) have on the dynamics of $x_i$ decrease, and the effects of $\eta$ increase relatively. Thus, $x_i$ fluctuates randomly and the gene regulatory network searches for a new attractor. The fluctuations in $x_i$ lead to changes in the rate of metabolic reactions via the catalyses of proteins. When the concentrations of the required substrates again increase, $v_g$ also increases. Then, the first and second terms in Eq. (2) again dominate the dynamics of $x_i$ over stochastic behavior, and the system converges to the state of the attractor.

The next section explains the VNT control method based on this attractor selection model.

C. Overview of VNT Control Based on Attractor Selection

In attractor selection, the gene regulatory network controls the metabolic reaction network, and the growth rate, which is the status of the metabolic reaction network, is recovered when the growth rate is degraded due to changes in the environment. In our VNT control method, the main objective is to recover the performance of the IP network by appropriately constructing VNTs when performance is degraded due to changes in traffic demand. Therefore, we interpret the gene regulatory network as a WDM network and the metabolic reaction network as an IP network, as shown in Fig. 4. The VNT control method drives the IP network in this way by constructing VNTs and the performance of the IP network recovers after it has degraded due to changes in traffic demand.

The control loop for our VNT control method is illustrated in Fig. 5. Our proposed approach works on the basis of periodic measurements of the link load, which is the volume of traffic on links, and it uses load information on links to know the conditions of the IP network. This information is converted to activity, which is the value to control deterministic and stochastic behaviors. We describe the activity in Section II-D.3. Our method controls the deterministic and stochastic behaviors in the same way as attractor selection depending on the activity. We describe the deterministic and stochastic behaviors of our VNT control method in Section II-D.1. Our method constructs a new VNT according to the system state of attractor selection, and the constructed VNT is applied as
the new infrastructure for the IP network. By flowing traffic demand on this new VNT, the load on links in the IP network is changed, and our method again retrieves this information to know the conditions of the IP network.

In addition to the adaptability of attractor selection, we also focus on another feature of biological systems. Biological systems including attractor selection control their state with only limited information since they have limited mechanisms to transmit information. Although the gene regulatory network in attractor selection only uses the growth rate as information to know the conditions of the metabolic reaction network, it is able to adapt to changes in the environment and recover the conditions of the metabolic reaction network by using stochastic behavior. We use this characteristic to achieve quick responses to changes in traffic demand. Unlike many existing heuristic or optimization-based VNT control methods, which use traffic demand matrices for constructing VNTs, our proposed scheme only collects load information on links to know the conditions of the IP network. Since traffic demand matrices include more information contents than a list of load on links, we can more precisely and efficiently determine where to establish lightpaths with traffic demand matrices. However, to obtain traffic demand matrices generally requires a long time to perform the calculations.

We place genes on the system state, and the stochastic behavior of the genetic regulatory network by using attractor selection. We use this characteristic to achieve quick responses to changes in traffic demand. Unlike many existing heuristic or optimization-based VNT control methods, which use traffic demand matrices for constructing VNTs, our proposed scheme only collects load information on links to know the conditions of the IP network. Since traffic demand matrices include more information contents than a list of load on links, we can more precisely and efficiently determine where to establish lightpaths with traffic demand matrices. However, to obtain traffic demand matrices generally requires a long time to perform the calculations.

**D. VNT Control Method Based on Attractor Selection**

This section describes our VNT control method in detail. The following sections use \( i, j, s \), and \( d \) as indexes of nodes, and \( p_{ij} \) as an index of the source-destination pair from node \( i \) to \( j \).

1) **Dynamics of VNT Control**: We place genes on the source-destination pair where lightpaths can be placed. Expression level of each gene determines the number of lightpaths on those node pairs. Removing genes on the node pairs makes the lightpath not to place on those node pairs. Thus, to incorporate physical constraints imposed by the characteristics of the WDM transmission technology, we should calculate node pairs that satisfy the constraints before performing our proposed method. In this paper, we do not consider physical constraints of the WDM transmission technology, i.e., we place the genes on every source-destination pair. To avoid confusion, we refer to genes placed on the WDM network as *control units* and the expression levels of the control units as *control values*.

The dynamics of \( x_{p_{ij}} \) is defined by the following differential equation,

\[
\frac{dx_{p_{ij}}}{dt} = v_g \cdot f \left( \sum_{p_{sd}} W(p_{sd}) \cdot x_{p_{sd}} - \theta_{p_{ij}} \right) - v_g \cdot x_{p_{ij}} + \eta, \quad (2)
\]

where \( \eta \) represents white Gaussian noise, \( f(z) = 1/(1 + \exp(-z)) \) is the sigmoidal regulation function, and \( v_g \) is the value that indicates the condition of the IP network. We use the same formula as in Eq. (1) to determine the control values. According to the observation in [21], we use white Gaussian noise with a mean of 0 and a variance of 0.1 for \( \eta \).

Our main objective in this paper is to achieve the adaptability to changes in traffic demand, not to optimize performance such as minimizing the maximum link utilization. However, we never ignore the achievable performance of our proposed method. To achieve at least the same level of the performance as existing heuristic approaches, we control the number of lightpaths by adjusting a parameter \( \theta_{p_{ij}} \) in Eq. (2) dynamically according to link load. The number of lightpaths between node pair \( p_{ij} \) is determined according to value \( x_{p_{ij}} \). We assign more lightpaths to a node pair that has a high control value than a node pair that has a low control value. Function \( f(z_{p_{ij}} - \theta_{p_{ij}}) \), where \( z_{p_{ij}} = \sum_{p_{sd}} W(p_{sd}) \cdot x_{p_{sd}} \), has its center at \( z_{p_{ij}} = \theta_{p_{ij}} \) and exhibits rapid growth near \( \theta_{p_{ij}} \), as shown in Fig. 6. With smaller \( \theta_{p_{ij}} \), the curve of \( f(z_{p_{ij}} - \theta_{p_{ij}}) \) is shifted in the negative direction, and therefore \( f(z_{p_{ij}} - \theta_{p_{ij}}) \) increases. This increases \( dx_{p_{ij}}/dt \), and this then leads to an increase in \( x_{p_{ij}} \). This is equivalent to increasing the number of lightpaths between \( p_{ij} \) in our VNT control method. In the same way, a larger \( \theta_{p_{ij}} \) leads to a decrease in \( x_{p_{ij}} \) and then decreases the number of lightpaths between \( p_{ij} \). Therefore, in our VNT control method, we control the number of lightpaths by adjusting \( \theta_{p_{ij}} \) depending on the load on the link. Let \( y_{p_{ij}} \) denote the load on the link between node pair \( p_{ij} \). To assign more lightpaths to a node pair that has a highly loaded link, we decrease \( \theta_{p_{ij}} \) for node pair \( p_{ij} \) that has high \( y_{p_{ij}} \). As seen in Fig. 7, we determine \( \theta_{p_{ij}} \) by using \( \theta_{p_{ij}} = -(y_{p_{ij}} - \gamma_{min})/(\gamma_{max} - \gamma_{min}) \times 2\theta^* - \theta^* \), where \( \theta^* \) is the constant value that represents the range of \( \theta_{p_{ij}} \), and \( \gamma_{max} \) and \( \gamma_{min} \) correspond to the maximum and minimum load in the network. If node pair \( p_{ij} \) has no links, we use \( \gamma_{min} \) as \( y_{p_{ij}} \) to gradually modify the VNT.

2) **Regulatory Matrix**: The regulatory matrix is an important parameter since this matrix determines the deterministic behavior of our VNT control method. Therefore, to construct appropriate VNTs, we must define this regulatory matrix with considering motivations of the lightpath configuration. Each element in the regulatory matrix, which is denoted as...
a certain amount of traffic that flows on the lightpath 1 is dropped at the node 2, other part of that traffic also flows on the lightpath 2 or 3. Thus, if the number of lightpaths on \( p_{ij} \) is increased, the number of lightpaths on \( p_{sd} \) should also be increased for IP traffic to be effectively transported. Therefore, the control units on \( p_{ij} \) and \( p_{sd} \) activate each other. Finally, let us consider the relation between node pairs that share a certain fiber as shown in Fig. 8(c). In this figure, the lightpaths on node pair 1 and 2 share the fiber between OXCs 3 and 4. Here, if the number of lightpaths on the node pair 1 increases, the number of lightpaths on the node pair 2 should decrease because of limitations on wavelengths of fiber between OXCs 3 and 4. Therefore, the control unit on \( p_{ij} \) is inhibited by the control unit on \( p_{sd} \) if lightpaths between these node pairs share the same fiber. To achieve a more effective VNT control method in terms of optimal performance, other motivations such as the relation between adjacent node pairs should be considered. Since the main purpose in this research is to achieve an adaptive VNT control method, we consider these three motivations mentioned above.

The positive number, \( \alpha_A \), and the negative number, \( \alpha_I \), represent the strength of activation and inhibition. The total regulatory input to each control unit, \( z_{p_{ij}} = \sum_{p_{sd}} W(p_{ij}, p_{sd}) x_{p_{sd}} \), is inherent in Eq. (2) and should be independent of the number of control units since the appropriate regulatory input is determined by the sigmoid function, \( f(z_{p_{ij}}) \). To achieve a VNT control method that flexibly adapts to various environmental changes, Eq. (2) must have a sufficient number of equilibrium points, which are potential attractors depending on the surrounding environments. In [21], the authors evaluated their attractor selection model under a scenario where the gene regulatory network had 36 genes and each gene was activated or inhibited by other genes with a probability of 0.03. They demonstrated that the attractor selection model under a scenario where the gene regulatory network had 36 genes and each gene was activated or inhibited by other genes with a probability of 0.03. They demonstrated that the attractor selection model was extremely adaptable against environmental changes. We determine \( \alpha_A \) and \( \alpha_I \) on the basis of their results. Since \( z_{p_{ij}} \) cannot be retrieved prior to calculating Eq. (2), we use \( z^A_{p_{ij}} = \sum_{p_{sd}} W^A(p_{ij}, p_{sd}) x_{p_{sd}} \) and \( z^I_{p_{ij}} = \sum_{p_{sd}} W^I(p_{ij}, p_{sd}) \), where \( W^A(p_{ij}, p_{sd}) \) and \( W^I(p_{ij}, p_{sd}) \) are the binary variables. The variable, \( W^A(p_{ij}, p_{sd}) \), takes 1 if the control unit on \( p_{ij} \) is activated by that on \( p_{sd} \) and otherwise 0. To obtain this new metric, \( W^A(p_{ij}, p_{sd}) \) and \( W^I(p_{ij}, p_{sd}) \), all possible pairs of the control units on \( p_{ij} \) and \( p_{sd} \), from the other control units. Each gene in [21] had \( z^A_{p_{ij}} = 0.03 \times 36 = 1.08 \) since each gene was activated from 36 genes, including itself, with a probability of 0.03. In our VNT control method, each control unit has an average of \( z^A_{p_{ij}} = (\sum_{p_{sd}} A_{p_{ij}, p_{sd}} W^A(p_{ij}, p_{sd})) / N \), where \( N \) is the number of control units. Thus, we define \( \alpha_A \) as \( \alpha_A = 1.08N / \sum_{p_{ij}} A_{p_{ij}, p_{sd}} W^A(p_{ij}, p_{sd}) \).

3) Activity: The growth rate is the value that indicates the conditions of the metabolic reaction network, and the gene regulatory network seeks to optimize the growth rate. In our VNT control method, we use the maximum link utilization on the IP network as a metric that indicates the conditions of the IP network. To retrieve the maximum link utilization, we
collect the traffic volume on all links and select their maximum values. This information is easily and directly retrieved by SNMP. To avoid confusion, we will refer to the growth rate defined in our VNT control method as activity after this. This activity must be an increasing function for the goodness of the conditions of the target system, i.e., the IP network in our case, as mentioned in Section II-B. Note that any metric that indicates condition of an IP network, such as average end-to-end delay, average link utilization, or throughput, can be used for defining the activity. In this paper, we employ the maximum link utilization, which is one of the major performance metrics for VNT control and used in many papers [9], [16], as the condition of the IP network. Therefore, we convert the maximum link utilization on the IP network, \( u_{\text{max}} \), into the activity, \( v_g \), as

\[
v_g = \begin{cases} 
\gamma 
& \text{if } u_{\text{max}} \geq \zeta \\
\frac{\gamma}{1 + \exp\left(\frac{\delta}{5} \cdot (u_{\text{max}} - \zeta)\right)} 
& \text{if } u_{\text{max}} < \zeta 
\end{cases}
\]

(3)

where \( \gamma \) is the parameter that scales \( v_g \) and \( \delta \) represents the gradient of this function. The constant number, \( \zeta \), is the threshold for the activity. One example curve for this activity function is plotted in Fig. 9. If the maximum link utilization is more than threshold \( \zeta \), the activity rapidly approaches 0 due to the poor conditions of the IP network. Then, the dynamics of our VNT control method is governed by noise and the search for a new attractor. Where the maximum link utilization is less than \( \zeta \), we increase the activity slowly with decaying gain in the activity to improve the maximum link utilization. Since improving the maximum link utilization from a higher value has a greater impact on the IP network than that from a lower value, even if the degree of improvement is the same, we differentiate the gain of the activity as depending on the current maximum link utilization. Moreover, by retaining the incentive for improving maximum link utilization, our VNT control method continuously attempts to improve the conditions of the IP network. Parameter \( \gamma \) is set to 100, which is shown in [21] as the enough large value for the gene regulatory network to strongly converge attractors despite the existence of noise. We set the target maximum link utilization, \( \zeta \), to 0.5 and the gradient, \( \delta \), to 50 to achieve quick responses to changes in \( u_{\text{max}} \).

4) VNT Construction: The number of lightpaths between node pair \( p_{ij} \) is calculated from \( x_{pij} \). To simplify the model of our VNT control method, we assume that the number of wavelengths on optical fibers will be sufficient and the number of transmitters and receivers of optical signals will restrict the number of lightpaths between node pairs. Each node has \( P_r \) receivers and \( P_t \) transmitters. We assign transmitters and receivers to lightpaths between \( p_{ij} \) based on \( x_{pij} \) normalized by the total control values for all the node pairs that use the transmitters or the receivers on node \( i \) or \( j \). The number of
lightpaths between $p_{ij}$, $G_{p_{ij}}$, is determined as

$$G_{p_{ij}} = \min\left(\left[Pr \cdot \frac{x_{p_{ij}}}{\sum x_{p_{ij}}^s}\right], \left[Pr \cdot \frac{x_{p_{ij}}}{\sum x_{p_{ij}}^d}\right]\right). \tag{4}$$

Since we adopt the floor function for converting real numbers to integers, each node has residual transmitters and receivers. We assign one lightpath in descending order of $x_{p_{ij}}$ while the constraint on the number of transmitters and receivers is satisfied. Note that other constraints such as the number of wavelengths on a fiber can easily be considered. For instance, restrictions on the number of wavelengths on a fiber are satisfied by adding $x_{p_{ij}}$ normalized by the total control values for all the node pairs that use the same fiber to Eq. (4).

### III. PERFORMANCE EVALUATION

#### A. Simulation Conditions

We use the European Optical Network (EON) topology shown in Fig. 10 for the physical topology. The EON topology has 19 nodes and 39 bidirectional links. Each node has eight transmitters and eight receivers. We use randomly generated traffic demand matrices in the evaluations that followed.

We focus on changes in traffic demand in the IP network for the environmental changes. We consider two types of changes in traffic demand; the first included gradual and periodic changes and the second included sudden and sharp changes. By using Fourier series, traffic demand from node $i$ to $j$ at time $t$, $d_{ij}(t)$, changes gradually and periodically as

$$d_{ij}(t) = \beta_{ij} \cdot \left(a + \sum_{h=1}^{H} \left(b_{ij}^h \cos\left(\frac{2\pi t h}{T}\right) + c_{ij}^h \sin\left(\frac{2\pi t h}{T}\right)\right)\right), \tag{5}$$

where $T$ is the cycle of changes in traffic demand; we use 24 hours as a cycle in this simulation. The constant parameters $a$, $b_{ij}^h$, and $c_{ij}^h$ define the curve of $d_{ij}(t)$, and $\beta_{ij}$ scales $d_{ij}(t)$. Since our main objective is to achieve adaptability against changes in traffic demand and not to optimize the performance of the VNT control method for realistic traffic patterns, we simply generate the parameters as follows. Parameters $b_{ij}^h$ and $c_{ij}^h$ are uniformly distributed random numbers in a range from 0 to 1. We set the constant value $a$ to $\sqrt{2}$ to ensure that $d_{ij}(t)$ is non-negative. The scale factor of traffic demand $\beta_{ij}$ follows a log-normal distribution with variance in the variable’s logarithm, $\sigma^2$, according to the observation in [24]. We set $H$ to 1. For sudden and abrupt changes in traffic demand, we randomly change $\beta_{ij}$ at certain intervals while keeping the expected value of total traffic demand in the network constant.

#### B. Behaviors of VNT Control Based on Attractor Selection

This section explains the basic behaviors of our VNT control method. In the simulation experiments, we assume that our VNT control method will collect information about the load on links every 5 minutes.

We evaluate our VNT control method with the maximum link utilization in Fig. 11. The horizontal axis plots the time in hours and the vertical axis plots the maximum link utilization. The results for the first 24 hours have been omitted to disregard the transient phase during the simulation. Abrupt traffic changes occur every 3.6 hours and traffic demand continuously and gradually changes in the time between these abrupt traffic changes. Maximum link utilization degrades drastically every 3.6 hours due to the abrupt changes in traffic, but the maximum link utilization recovers shortly after this degradation.

To illustrate the adaptation mechanism of our VNT control method more clearly, we will present the control values, which determine the number of lightpaths between node pairs, and the activity, which is fed back to the our VNT control method and controls stochastic and deterministic behaviors, in Figs. 12 and 13, respectively. In Fig. 12, we selected ten control units out of 342 on all node pairs and have plotted the control values for these control units. When there are only periodic and gradual changes in traffic demand, our proposed method adjusts the control values depending on the changes in traffic demand. When maximum link utilization is degraded due to sharp changes in traffic demand, this degradation is reflected as a decrease in activity as shown in Figs. 11 and 13. As the result of the decreases in activity, stochastic behavior dominates over deterministic behavior in our VNT control method. This is observed as fluctuations in the control values in Fig. 12. Our method searches for a new VNT that is suitable for the changed traffic demand while stochastic behavior dominates deterministic behavior. After the new VNT is constructed and the maximum link utilization is recovered, activity increases, and then deterministic behavior again dominates in the VNT control method. In this way, our method adapts to both abrupt and gradual changes in traffic demand by controlling deterministic and stochastic behavior with activity.

The smooth transition between a current VNT and a newly calculated VNT is also one of important issues for VNT control as discussed in [25], [26]. To show that our method achieves the smooth transition, we next investigate the ratio of changed lightpaths to the total number of lightpaths, as shown in Fig. 14. Our VNT control method constructs a new VNT on the basis of the current VNT and the difference between these two VNTs is given by Eq. (2). The high degree of activity means that the current system state, $x_{p_{ij}}$, is near the attractor, which is one of the equilibrium points in Eq. (2), and therefore, the difference given by this equation is close to zero.
Consequently, our VNT control method makes small changes to VNT enabling adaptation to changes in traffic demand. Where there is a low degree of activity due to poor conditions in the IP network, stochastic behavior dominates deterministic behavior. Here, the control values, $x_{pij}$, fluctuate randomly due to noise to search for a new VNT that has lower maximum link utilization. To discover a suitable VNT efficiently from the huge number that are possible, our VNT control method makes large changes to the VNT. In this way, our proposed scheme modifies VNTs depending on the maximum link utilization on IP networks and adapts to changes in traffic demand.

C. Adaptability to Changes in Traffic Demand

We evaluate the adaptability of our VNT control method to changes in traffic demand. For purposes of comparison, we use two existing heuristic VNT control methods. A heuristic VNT design algorithm named MLDA (Minimum delay Logical topology Design Algorithm) is proposed in [9]. The MLDA constructs VNTs on the basis of a given traffic demand matrix. The main objective of MLDA is to minimize the maximum link utilization. The basic idea behind MLDA is to place lightpaths between nodes in order of descending traffic demand. This is not a method for adapting to changing traffic but an offline approach to accommodating a given traffic demand efficiently. We use another VNT control method, which is introduced in [16]. After this, we will refer to this VNT control method as “ADAPTATION.” ADAPTATION aims at achieving adaptability against changes in traffic demand. This method reconfigures VNTs according to the load on links and the traffic demand matrix. More specifically, ADAPTATION measures the actual load on links every 5 minutes. When congestion of links occurs, that is, the utilization of links exceeds a certain threshold, it adds a new lightpath to the current VNT for reducing the utilization of congested link. This method places a new lightpath on the node pair with the highest traffic demand among all node pairs that use the congested link. This decision is made according to the traffic demand matrix. However, as we mentioned above, to measure the traffic demand on all node pairs directly and in real-time is generally difficult due to the large overhead in collecting information. Therefore, we use the traffic demand matrix estimated with the method in [27] as the input parameter for ADAPTATION. In the simulation experiment, ADAPTATION reconfigures VNTs every 5 minutes using the measured load on links and the estimated traffic demand matrix. To simplify our evaluations, MLDA reconfigures VNTs every 60 minutes using the actual traffic demand matrix.

The maximum link utilization over time is shown in Fig. 15.
The simulation conditions are the same as those discussed in Section III-B. It is obvious that the maximum link utilization of MLDA continues to be high until the next reconfiguration is performed. Thus, degradation due to unsuitable VNT for changed traffic demand is retained for prolonged periods depending on the timing for the VNT reconfiguration. The recovery time, which is defined as the period until maximum link utilization is recovered, for our approach is much shorter than that for ADAPTATION, although both methods reconfigure VNTs every 5 minutes. The recovery time for ADAPTATION is approximately the same as that for MLDA. Errors between estimated and actual traffic demand lead to incorrect decisions on selecting the node pair on which a new lightpath is placed. Thus, the efficiency of setting up lightpaths is degraded. In contrast with ADAPTATION, our method uses actual information, i.e., the measured load on links, and therefore quickly adapts to changes in traffic demand. This figure also shows that our proposed method achieves almost the same maximum link utilization as MLDA and ADAPTATION.

A fixed amount of noise has a constant influence on our VNT control method even when the IP network has good conditions and activity is high. The effect of noise plays an important role in achieving adaptability against changes in traffic demand, as explained in Section III-B. However, noise does not always have a beneficial effect on our proposed scheme due to its random nature. At time 35, the maximum link utilization with our VNT control method increases drastically even though abrupt changes in traffic demand do not occur. However, this degradation in maximum link utilization is immediately reflected as a decrease in activity, and maximum link utilization quickly recovers due to the adaptation mechanism described in Section III-B.

We next investigate that our method adapts to how large changes in traffic demand and how our VNT control method recovers the maximum link utilization efficiently after abrupt changes in traffic demand occur. To show this clearly, we investigate the average of the maximum link utilization recovered by VNT reconfigurations. For simplifying the notation, we refer to this recovered maximum link utilization as recovery ratio hereafter. More specifically describing the definition of the recovery ratio, abrupt changes in traffic demand occur at time \( t_0 \) and the \( i \)-th VNT reconfiguration after that traffic change is performed at time \( t_i \). The recovery ratio, \( R_{i} \), is defined as \( \frac{u_{\text{max}}(t_i) - u_{\text{max}}(t_0)}{u_{\text{max}}(t_0)} \), where \( u_{\text{max}}(t_i) \) is the maximum link utilization at time \( t_i \). The large recovery ratio represents that the VNT control method recovers the maximum link utilization efficiently after abrupt changes in traffic demand. We evaluate the recovery ratio under different patterns of traffic demand by changing the variance in traffic demand \( \sigma \), i.e., the standard deviation of \( \beta_i \) in Eq. (5). By increasing \( \sigma \), not only the variance in traffic demand but also the intensity of changes in traffic demand increases.

The recovery ratio for the first VNT reconfiguration depending on the variance in traffic demand is plotted in Fig. 16. We plotted the average recovery ratio over two thousand samples for all variances in traffic demand. In these simulations, we used the same traffic patterns for both VNT control methods. This figure shows that our method recovers more maximum link utilization than ADAPTATION by one VNT reconfiguration. In the case of small \( \sigma \), the differences in traffic demands on different node pairs are small, and thus the abrupt changes in traffic demand cause little degradation in maximum link utilization. Therefore, the adaptation mechanisms for both our proposed method and ADAPTATION do not need to work and the recovery ratios for both methods are low. As \( \sigma \) increases, the impact that the abrupt changes in traffic demand have on maximum link utilization increases. The recovery ratio with our proposal approaches reaches approximately 0.3 while that of ADAPTATION reaches 0.1. Moreover, the recovery ratio with our method saturates at \( \sigma = 2.0 \), whereas that of ADAPTATION saturates at \( \sigma = 1.0 \). By using stochastic behavior and controlling it appropriately depending on the activity, our proposed method adapts to various changes in traffic demand.

To demonstrate the adaptability of our method in terms of time, we show the recovery ratio depending on the number of VNT reconfigurations in Fig. 17. We set \( \sigma \) to 1.0 at which the recovery ratio of ADAPTATION begins to saturate. Almost all recovery with our proposed approach occurs by the first VNT reconfiguration while it takes a long time for ADAPTATION to recover maximum link utilization. These results indicate that our method has capabilities for adapting to severe changes in traffic demand, and can adapt to these changes quickly.

**IV. CONCLUSION**

We proposed a VNT control method that is adaptive to changes in traffic demand. It is based on attractor selection, which models the behaviors of biological systems that adapt to environmental changes and recover their conditions. Our new approach is extremely adaptable to changes in traffic demand by appropriately controlling deterministic and stochastic behaviors depending on the activity, which is simple feedback of the conditions on the IP network. Our proposed method only uses load information on links to determine the activity. Since the load on links is directly retrieved within short intervals, our
A future direction is to investigate the traffic demand. In this paper, we defined the noise according to stochastic behavior and controlling VNT control method quickly responds and adapts to changes in traffic demand. The simulation results indicated that our proposed method quickly and adaptively responds to changes in traffic demand of 1.5.

Fig. 16. Recovery ratio over number of VNT reconfigurations with variance in traffic demand.
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In our approach, stochastic behavior, i.e., noise, plays an important role in achieving adaptability against changes in traffic demand. By using stochastic behavior and controlling it appropriately depending on the activity, our new approach adapts to various changes in traffic demand.

The proposed method quickly and adaptively responds to changes in traffic demand. The simulation results indicated that our VNT control method quickly responds and adapts to changes in traffic demand. By using stochastic behavior and controlling it appropriately depending on the activity, our new approach adapts to various changes in traffic demand.

In our approach, stochastic behavior, i.e., noise, plays an important role in achieving adaptability against changes in traffic demand. In this paper, we defined the noise according to the observation in [21]. A future direction is to investigate a suitable noise amplitude for VNT control methods to achieve more efficient search for a new VNT.
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