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Abstract

The increase in energy consumption associated with network traffic explosion is becoming

a major problem. To realize energy-efficient networking, a number of researchers have focused

on technologies that dynamically adjust the processing performance and the link speed of routers

and swithes according to the network traffic load. However, when such power-saving routers

and switches are present in the network, the existing network protocols and control methods may

not work well since they do not assume the existence of such routers and switches. The author

focuses on the measurement method of an end-to-end available bandwidth, which is an important

performance metric for various network controls.

In this thesis, the author introduces a parameter tuning method for Pathload, which is a popular

tool for measuring the end-to-end available bandwidth, to maintain the measurement accuracy in

the network with power-saving routers, while not affecting the behavior of power-saving routers.

For that purpose, the author first investigates the interactions between the bandwidth measurement

behavior of Pathload and the energy efficiency of power-saving routers by conducting extensive

simulation experiments. In the simulation experiments, the author examines the effects of the

power-saving router on the measurement accuracy and the effects of the Pathload measurement on

the behavior of the power-saving router. Based on simulation results, the author exhibits that both

the measurement accuracy of Pathload and the energy efficiency of power-saving routers degrade,

particularly when the power saving functions are triggered in short cycles.

As the second contribution of this thesis, the author proposes a parameter tuning method

for Pathload that maintain measurement accuracy without affecting the behavior of power-saving

routers. The author accomplishes this by giving simple mathematical analysis of the traffic load of
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Pathload on the power-saving router. The author confirms the accuracy of our analysis by compar-

ing the analysis results with corresponding simulation results. The author also shows that Pathload

can measure an available bandwidth without affecting the behavior of power-saving routers by tun-

ing the number of probing packets on the basis of the analysis results.
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1 Introduction

The increase in energy consumption in computer networks associated with the constant intensifi-

cation of network traffic is becoming a major problem. According to the estimation by Ministry

of Economy, Trade and Industry (METI), the total power consumption of network equipment in

Japan will increase to 5 times, from approximately 5 billion kWh of 2006 to 25 billion kWh of

2025 [1]. Many researchers are studying methods for energy-efficient networking by introduc-

ing power-saving routers and switches which adjust their processing performance and link speed

according to the network traffic load. For example, a power saving method for Gigabit Passive

Optical Network (G-PON) was introduced [2] in which routers adjust their link speed to either 1

Gbps or 10 Gbps and enter sleep mode according to the network traffic load. Power saving tech-

niques for Ethernet adapters with adaptive link rates [3], ADSL2 and ADSL2+ [4] have also been

proposed.

However, when power-saving routers and switches are present in the network, the existing net-

work protocols [5–11] and control methods [12–16] may not work well since they do not assume

the existence of such mechanisms. For example, recent versions of Transmission Control Protocol

(TCP) [17] in Windows and Linux, so-called delay-based congestion control mechanisms are em-

ployed to enhance the data transmission performance [18, 19]. They monitor the round trip times

(RTTs) of the TCP connection to regulate the congestion window size, that implicitly assumes

the fixed physical bandwidth. Therefore, the existence of power-saving routers that dynamically

change their physical bandwidth would degrade the data transmission performance of such TCP

connections. One possible way to solve this problem is to measure the available bandwidth itself

of the TCP connection [20, 21]. In this thesis, therefore, the authors focus on the measurement

method of the end-to-end available bandwidth.

Numerous tools for measuring end-to-end available bandwidth have been developed, such as

Pathload [22], ImTCP [23], and others [24–37]. However, these tools do not take into account

environments where the physical link bandwidth changes according to the network load. Further-

more, since most measurement methods involve sending probing packets at an extremely high rate,

the energy efficiency of power-saving routers may degrade, since power-saving routers increase

its physical link bandwidth to accommodate the traffic load by bandwidth probing.

In this thesis, as a first step toward tackling the above problems, the author investigates the in-
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teractions between the bandwidth measurement behavior of Pathload and the energy efficiency of

power-saving routers by conducting extensive simulation experiments. For the simulation experi-

ments, the author introduces the model of the power-saving router proposed in [38] and describes

the Self-Loading Periodic Streams (SLoPS) measurement algorithm utilized by Pathload. In the

simulation experiments, the author examines the effects of the power-saving router on the mea-

surement accuracy of Pathload and the effects of the Pathload measurement on the behavior of the

power-saving router under various settings of power-saving routers.

The author then proposes a parameter tuning method for Pathload that maintain the measure-

ment accuracy without affecting the behavior of power-saving routers after giving simple mathe-

matical analysis of the traffic load of Pathload on the power-saving router. The author shows that

tuning the number of probing packets on the basis of the analysis results enables Pathload to mea-

sure without affecting the behavior of power-saving router. The author also confirms the accuracy

of our analysis by comparing the analysis results with corresponding simulation results.

The rest of this thesis is organized as follows. Section 2 discusses the interactions between

the Pathload and power-saving routers after providing an overview of power-saving routers and

Pathload algorithm. In Section 3, the author evaluates the performance of Pathload in a network

environment with power-saving routers by simulation experiments and the energy efficiency of

power-saving routers. Section 4 provides guidelines in terms of a parameter tuning method for

Pathload based on mathematical analysis. Finally, the author concludes this thesis and presents

goals for future work in Section 5.
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2 Interactions between Pathload’s measurement and power-saving

routers

2.1 Power-saving router model

In this subsection, a model for a power-saving router, which regulates its physical link bandwidth

according to the network traffic load, is presented. The model is constructed based on the power-

saving router architecture proposed in [38].

It is assumed that the power-saving router monitors its link utilization at regular intervals (of

the order of milliseconds to seconds) and regulates its physical bandwidth according to the ob-

served utilization. The maximum value of the physical link bandwidth, in other words, the link

bandwidth without power saving, is denoted as Cmax. Assuming an N -level stepwise power sav-

ing configuration, the i th setting of the physical bandwidth, denoted as Ci, is defined as follows.

Ci =
i

N
Cmax(1 ≤ i ≤ N) (1)

τ is utilized to represent the length of the interval for monitoring link utilization and assumes that

the power-saving router changes the link bandwidth at the same cycle. P (t) and C(t) represent the

amount of traffic observed at the link and the physical link bandwidth at t th time slot, respectively.

In this case, the link utilization u(t) is represented as follows.

u(t) =
P (t)
C(t)τ

(2)

The average link utilization U(t) at the t th time slot is expressed as an exponential moving aver-

age.

U(t) = (1 − w)U(t − 1) + wu(t) (3)

The parameter w in Equation (3) is the averaging weight. The power-saving router determines the

physical link bandwidth at the (t+1) th time slot according to the following equations.

C(t + 1) =


Ci+1 if U(t) ≥ λu and i < N

Ci−1 if U(t) ≤ λl and i > 1

Ci otherwise

(4)
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The parameters λu and λl in Equation (4) are thresholds of the link utilization which are used to de-

termine whether the power-saving router should increase or decrease its physical link bandwidth,

respectively. From Equation (4), it follows that the power-saving router increases its physical link

bandwidth when the average link utilization becomes larger than λu and decreases the bandwidth

when the average link utilization becomes smaller than λl.

2.2 Pathload algorithm

Next, the SLoPS measurement algorithm utilized by Pathload is explained. The sender sends

packet streams to the receiver at a certain rate. As the receiver observes the intervals at which

packets in the streams arrive, it compares the intervals with the corresponding sending intervals

determined by the sender and estimates the available bandwidth. Finally, the sender adjusts the

sending rate of subsequent packet streams according to the observation results provided by the

receiver. This cycle is repeated until the algorithm obtains an estimate of the available bandwidth.

The packet streams sent in every cycle are referred to as a fleet.

Pathload maintains upper and lower bounds of possible values for the available bandwidth of

the end-to-end path and updates these values according to the packet arrival intervals observed by

the receiver. Rmax(f) and Rmin(f) is denoted the upper bound and the lower bound at the f th

cycle. In this case, the sender determines R(f), which is the sending rate of a packet stream in the

f th cycle, as follows.

R(f) =
Rmax(f) + Rmin(f)

2
(5)

The initial value of Rmin(0) is 0 bps, and Rmax(0) is determined based on rough estimation of

the upper bound of the available bandwidth [39].

When R(f) and the packet size L are given, the sending interval T (f) of packets in packet

streams in the fleet of the f th cycle is calculated as follows.

T (f) =
L

R(f)
(6)

The length of the packet stream in the fleet of the f th cycle, denoted as VS(f), is represented as

follows by using Equation (6) and K, which is the number of packets contained in each packet

9



stream.

VS(f) = KT (f)

=
KL

R(f)
(7)

Note that VS(f) represents the temporal length of a packet stream in the f th cycle traversing the

power-saving router.

2.3 Effect of the measurement on power-saving routers

Here, the behavior of power saving router is discussed when Pathload measures the available

bandwidth of the path traversing the router. Assuming that K = 100 and L = 1500 bytes, which is

the standard setting of Pathload, a packet stream for each measurement cycle carries 150 Kbytes

of probe packets. It corresponds to 12 ms when R(f) = 100 Mbps. Since Pathload makes sending

interval between packet streams enough long for the purpose of avoiding excess possession of

bandwidth, multiple packet streams do not interfere each other. However, it is assumed that in

the power-saving router proposed in [38], the interval for monitoring link utilization of the power-

saving router is the order of milliseconds. Therefore, it is expected that the power-saving router

changes the physical bandwidth to accommodate the probe traffic by Pathload. This is because the

link utilization of the power-saving router approaches 100 % when a packet stream passes through

the link of the router, especially when an actual available bandwidth of link is small.

The above behavior is caused by the algorithm of Pathload, where R(f) approaches the actual

available bandwidth of the end-to-end network path, which is the nature of SLoPS algorithm

described in Section 2.2. In addition, the longer the length of the packet stream, the longer time

of occupying the available bandwidth of the power-saving router. The length of the packet stream

depends on both K and R(f), which described in Equation (7). From Equation (7), it is observed

that the length of a packet stream becomes long when an actual available bandwidth of the end-to-

end network path becomes small, since R(f) becomes small when an actual available bandwidth

becomes small.

2.4 Effect of changing bandwidth on the measurement

Finally, the author describes the behavior of Pathload’s measurement when the power-saving

router changes its physical link bandwidth. For that purpose, the author shows numerical cal-

10



culation results of Pathload algorithms, assuming that a power saving router exists on the path.

In Figures 1(a) and 1(b), Pathload’s measurement process based on SLoPS algorithm is depicted.

In these figures, the vertical axis represents the available bandwidth and the horizontal axis repre-

sents the measurement process in estimating available bandwidth by Pathload. In both figures, it

is assumed that Pathload finishes estimating and gives result at the 5 th measurement process. The

true value of the available bandwidth is set to 10 Mbps. In Figure 1(a), the author assumes that the

power-saving router does not change its physical bandwidth during the measurement and calculate

the change in the upper and lower bounds of available bandwidth estimated by Pathload. On the

other hand, in Figure 1(b), the author assumes the situation where the power saving router increase

its physical bandwidth at the first process of Pathload measurement, and the available bandwidth

based on the increased physical bandwidth becomes 20 Mbps.

From Figure 1(a), it is observed that Pathload measures the available bandwidth successfully.

On the other hand, in Figure 1(b), Pathload measures the available bandwidth based on the increas-

ing physical link bandwidth, which is NOT a correct estimation since the available bandwidth was

10 Mbps when the measurement started. Such degradation of the measurement accuracy occurs

when the power-saving router increase its physical bandwidth due to increased traffic load by the

measurement itself.

As described above, Pathload’s measurement accuracy significantly degrades when the power-

saving router changes its physical bandwidth during the measurement. Furthermore, such phenom-

ena also degrade the energy efficiency of power-saving routers since the change of the physical

bandwidth is completely unnecessary. In the next section, the author investigates the effect of vari-

ous parameters of power-saving routers and Pathload on their behaviors and reveals the conditions

on which the power-saving router change its physical bandwidth due to measurement traffic load.
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3 Performance evaluation of Pathload with a power-saving router

In this section, the performance of Pathload in the environment with power-saving routers whose

behaviors are defined in the previous section is evaluated, by conducting simulation experiments

with ns-2 network simulator [40]. Both of the energy efficiency of the power-saving router and the

measurement accuracy of Pathload are evaluated.

3.1 Simulation settings

Figure 2 depicts the network topology used in the simulation experiments. It is assumed that a

power-saving router is connected to a tight link, which provides the narrowest bandwidth along

the network path between a sender and a receiver. The maximum physical bandwidth of the tight

link is denoted as Cmax. Other links, labeled as normal links in the figure, provide sufficiently

large physical link bandwidth, which is twice as wide as the tight-link bandwidth. The propagation

delay of each link is 5 ms. Cross traffic which traverses the tight link is generated from a cross

traffic sender to a cross traffic receiver. The load of the cross traffic is set to 10% of Cmax.

With these settings, the measurement of the available bandwidth by Pathload is conducted

for the path between the sender and the receiver. Table 1 summarizes other parameters of the

power-saving router, and the parameters for Pathload are shown in Table 2. The total time of each

simulation experiment is 100 s. A Pathload measurement is conducted every 10 s, starting at 60 s,

and cross traffic is injected from the beginning of the simulation experiments. The initial value of

the physical link bandwidth of the power-saving router is set to Cmax. Therefore, at the beginning

of the simulation experiments, the power-saving router gradually decreases its physical bandwidth

according to the amount of cross traffic.
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Figure 2: Network topology for simulation experiments
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Table 1: Parameters of power-saving router

Parameter Variable Value

Maximum value of physical
Cmax

2000 Mbps, 1000 Mbps,

link bandwidth 100 Mbps, 10 Mbps

Number of steps
N 10

for regulating physical bandwidth

Upper threshold of link utilization
λu 0.8

for increasing physical bandwidth

Lower threshold of link utilization
λl 0.3

for decreasing physical bandwidth

Averaging weight w 0.3

Length of the interval
τ 100，10，5, 1 ms

for monitoring link utilization

Table 2: Parameters of Pathload
Parameter Value

Probing packet size 1500 bytes

Number of packets included in a packet stream 25

Number of streams for determining the trend 3

Estimate resolution 1 Mbps

15



3.2 Behavior of the power-saving router

First, the author focuses on the impact of traffic generated by Pathload on the physical bandwidth

of the power-saving router. Cmax is set to 100 Mbps and τ is changed as 100 ms, 10 ms, 5 ms and

1 ms. In Figures 3 and 4, the changes in the average link utilization and those in the physical link

bandwidth are plotted, respectively, as functions of the simulation time.

These figures indicate that regardless of the value of τ , the physical link bandwidth and the

link utilization converge to 20 Mbps and 0.5, respectively, before Pathload starts the measurement

at 60 s. These results are from the fact that the power-saving router decreases its physical link

bandwidth in order to reduce power consumption. In addition, Figure 3 shows that the link utiliza-

tion temporarily increases when Pathload starts measuring the available bandwidth. Specifically,

the link utilization increases largely when using small τ . Furthermore, when τ = 5 ms or 1 ms, the

power-saving router increases its physical link bandwidth when the measurement starts, as seen

in Figures 4(c) and 4(d). In particular, when τ = 5 ms, the physical link bandwidth increases to

30 Mbps even after the end of the bandwidth measurement. These results clearly demonstrate the

adverse effect of bandwidth measurement traffic on the energy efficiency of power-saving routers.

These behaviors of the power-saving router are due to the SLoPS algorithm commonly uti-

lized by bandwidth measurement tools, including Pathload. When bandwidth measurement is

performed with SLoPS, multiple packets are injected into the network to fill the available/physical

bandwidth at the bottleneck link. This procedure increases the utilization of the tight link band-

width, which in turn causes the power-saving router to increase its physical bandwidth. The dif-

ferences in the behavior of the router at different values of τ are caused by the algorithm utilized

by Pathload, where the sender injects multiple packet streams, each of which consists of multiple

packets, into the network at a certain intervals.

Next, the behavior of the power-saving router is observed when τ = 5 ms and the value of

Cmax is varied. Figures 5 and 6 show the changes in link utilization and physical link bandwidth

of the power-saving router as functions of the simulation time when Cmax is set to 2000 Mbps,

1000 Mbps, 100 Mbps, and 10 Mbps. It can be seen from Figure 5 that the change in link utiliza-

tion becomes large when Cmax becomes small. In addition, from Figure 6, it can be observed that

although the power-saving router does not increase its physical bandwidth during measurements
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when Cmax is 2000 Mbps or 1000 Mbps, it does when Cmax = 100 Mbps or 10 Mbps. This

behavior of the power-saving router can be explained as in Subsection 2.3. In Figures 5(a), 5(b),

5(c), and 5(d), the available bandwidth at 60 s, which is the time of starting measurement, are

200 Mbps, 100 Mbps, 10 Mbps, and 1 Mbps, respectively. When Cmax = 100 Mbps or 10 Mbps,

the available bandwidth is smaller than the other cases. Therefore, it is considered that the effect

of Pathload’s measurement on the power-saving router is large in these situations.

3.3 Measurement accuracy of Pathload

Here, the author evaluates the measurement accuracy of Pathload in the presence of a power-saving

router. In Figures 7(a), 7(b), 7(c), and 7(d), the measurement results by Pathload is plotted when

Cmax = 2000 Mbps, 1000 Mbps, 100 Mbps, and 10 Mbps, respectively. The available bandwidth

before the measurement is shown together with the Pathload results with error bars since Pathload

gives the measurement results as a range of possible values for the available bandwidth.

Figures 7(a) and 7(b) show that the measurement results obtained with Pathload include the

true available bandwidth. This follows from the fact that the physical bandwidth does not change

when Pathload starts the measurement, as shown in Figures 6(a) and 6(b). However, Figures 7(c)

and 7(d) show that the results obtained with Pathload are far from the true available bandwidth in

the cases of Cmax = 100 Mbps and 10 Mbps since the power-saving router increased its physical

link bandwidth due to the measurement load caused by Pathload, as shown in Figure 6(c) and

6(d). These results indicate that the behavior of the power-saving router degrades the measurement

accuracy for the end-to-end available bandwidth.
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Figure 7: Measurement results obtained with Pathload
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4 Parameter tuning of Pathload for not affecting a power-saving router

In Section 3, the author indicated that Pathload is unable to measure the available bandwidth

accurately when the power-saving router increases its physical bandwidth to accommodate the

measurement load caused by Pathload. It should be also noted that the changes in the physical

bandwidth of the power-saving router degrades its energy efficiency. In this section, the author

discusses the parameter tuning of Pathload which ensure that the behavior of the power-saving

router remains unaffected during the measurement, through simple mathematical analysis.

4.1 Conditions for not affecting a power-saving router

It is assumed that the power-saving router has already configured its physical bandwidth according

to the current traffic load. Using Equations (3) and (4), the conditions for the power-saving router

to maintain its physical bandwidth are as follows.

U(t) = (1 − w)U(t − 1) + wu(t)

= w

t∑
k=1

(1 − w)t−ku(k)

≤ λu (8)

P (t), which is the amount of traffic observed at the tight link, is divided into PL(t) and PC(t) as

follows.

P (t) = PL(t) + PC(t) (9)

where PL(t) represents the amount of traffic caused by Pathload while measuring the available

bandwidth which arrives at the tight link at the t th time slot, and PC(t) is the amount of cross

traffic. By using Equations (2), (3) and (9), the average link utilization U(t) can be rewritten as
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follows.

U(t) = w
t∑

k=1

(1 − w)t−ku(k)

= w
t∑

k=1

(1 − w)t−k PL(k) + PC(k)
C(t)τ

= w

t∑
k=1

(1 − w)t−k PL(k)
C(t)τ

+

w

t∑
k=1

(1 − w)t−k PC(k)
C(t)τ

(10)

The first term in Equation (10) represents traffic contributed by Pathload while measuring the link

utilization, and the second term represents cross traffic. Assuming cross traffic arriving at the tight

link at a fixed rate RC , Equation (10) can be rewritten as follows.

U(t) = w
t∑

k=1

(1 − w)t−k PL(k)
C(t)τ

+
RC

C(t)
(11)

In the following discussion, it is assumed τ ≤ VS(f), in other words, a utilization monitor-

ing interval is shorter than the length of the packet stream sent by Pathload since in such cases

the measurement traffic generated by Pathload strongly influences the behavior of power-saving

routers. For simplicity, it is assumed VS(f) = jτ , where j is an integer greater than one. The

relationship between packet stream length and monitoring interval is presented in Figure 8, where

the power-saving router monitors the probing packet stream for time slots t0, t1, . . . , tj−1. Since

the arrival rate of packet steams is close to the available bandwidth, the link utilization increases

considerably, particularly when the packet stream spans multiple monitoring intervals of link uti-

lization, which are denoted as time slots t0, . . . , tj−1 in Figure 8. In this situation, Equation (8)

can be rewritten based on Equation (11), assuming that the interval between two packet streams is

sufficiently large not to affect the calculation of average link utilization in Equation (3).

U(tj−1) = w

j−1∑
k=0

(1 − w)j−1−k R(f)
C(t)

+
RC

C(t)

≤ λu (12)

Note that only j can be controlled to satisfy Equation (12), which is achieved by changing K

(the number of packets contained in the packet stream). Therefore, by configuring the number of

packets in each packer stream to satisfy Equation (12), we can prevent Pathload from affecting the

behavior of power-saving routers.
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Figure 8: Relationship between packet stream length and monitoring interval
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4.2 Verification

The author verifies the validity of Equation (12) through comparison with the simulation results

in Figures 3 and 4. Specifically, Figures 3(b), 3(c), and 3(d), and Figures 4(b), 4(c), and 4(d) to

assess Equation (12) are utilized because of the constraint of τ ≤ VS(f). The highest rate of

packet streams in the simulation is assumed the value of R(f), which is 16 Mbps. In this case,

U(t) in Equation (12) becomes 0.74, 0.91 and 1.28 when τ is 10 ms, 5 ms and 1 ms, respectively.

Since λu is 0.8, an increase in the physical bandwidth is expected when τ is set to 5 ms or 1 ms.

Figure 4 confirms the expectation that the physical bandwidth remains unchanged only for τ =

10 ms in Figure 4(b), while the physical bandwidth increases when the measurement is started, as

shown in Figures 4(c) and 4(d) with τ = 5 ms and 1 ms, respectively.

For ensuring these results in more detail, the author conducted the additional simulation ex-

periments where the number of probe packets per packet stream is changed. Here, Cmax and τ

are set to 100 Mbps and 5 ms, respectively. Figures 9 and 10 show that the changes in the link

utilization and physical bandwidth of the power-saving router, respectively, when K is set to 50,

25, and 12. U(t) in Equation (12) becomes 1.11, 0.91, and 0.74 when K is 50, 25, and 12, re-

spectively. When K is set to 50 or 25, an increase in the physical bandwidth is expected, since

λu is 0.8. Figures 10(a) and 10(b) indicate that this expectation is true. Furthermore, Figure 10(c)

confirms the expectation that the physical bandwidth remains unchanged.

The above results confirm the validity of Equation (12) in terms of providing the conditions

where the energy efficiency of power-saving routers remains unaffected.
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Figure 9: Effect of the number of packets of per packet stream on the utilization changes
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Figure 10: Effect of the number of packets of per packet stream on the physical bandwidth changes
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5 Conclusions and future works

In this thesis, the author described a parameter tuning method for Pathload to maintain the mea-

surement accuracy in the network with power-saving routers, while not affecting the behavior of

power-saving routers. The author first investigated the interactions between the bandwidth mea-

surement behavior of Pathload and the energy efficiency of power-saving routers by conducting

extensive simulation experiments. The simulation results indicated that both the measurement ac-

curacy of Pathload and the energy efficiency of power-saving routers would degrade, particularly

when the power saving functions were triggered in short cycles or when the available bandwidth

of the power-saving router was small. The author also showed that Pathload can measure an avail-

able bandwidth without affecting the behavior of power-saving routers by tuning the number of

probing packets on the basis of the mathematical analysis results.

In future work, the author plans to evaluate the measurement accuracy of Pathload after pa-

rameter tuning. The author also plans to enhance the algorithm of Pathload to accommodate

power-saving routers by implementing an automatic parameter tuning to avoid the adverse effects

of traffic generated by Pathload on the energy efficiency of power-saving routers. It is also a fu-

ture task to enable the measurement of available bandwidth based on the maximum physical link

bandwidth of power-saving routers regardless of power-saving router’s condition. The next step is

to propose and evaluation a new transport protocol which uses information of end-to-end available

bandwidth as a congestion indicator.
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