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Abstract—A coverage problem is one of important issues to  In this paper, to solve the problem, we propose a nhovel
prolong the lifetime of a wireless sensor network while guarantee- coverage control protocol, which is free from the above-
ing that the target region is monitored by a sufficient number of \antioned unrealistic assumptions. Each sensor node does not
active nodes. Most of existing protocols use geometric algorithm . -
for each node to estimate the degree of coverage and determineneed, to know the shapg and size of sensing area and the
whether to monitor around or sleep. These algorithms require location and state of neighbor sensor nodes. A sensor node
accurate information about the location, sensing area, and sensing only relies on the information about the degree of coverage
state of neighbor nodes. Therefore, they suffer from localization of the target region. To enable autonomous decision on sensor
error leading to degradation of coverage and redundancy of n4eg e adopt the nonlinear mathematical model called the

active nodes. In addition, they introduce communication overhead . L .
leading to energy depletion. In this paper, we propose a novel attractor selection model. The model imitates flexible and

coverage control mechanism, where each node relies on neither?daptiV? behavior of bio'Qgica! systems to dynamically chang-
accurate location information nor communication with neighbor ing environment [6]. A biological system can autonomously

nodes. To enable autonomous decision on nodes, we adopt theand adaptively select an appropriate state for the environment
nonlinear mathematical model of adaptive behavior of biological only based on the condition of itself. Through simulation, we

systems to dynamically changing environment. Through simula- h that th | outperf isti tocol i
tion, we show that the proposal outperforms the existing protocol show that theé proposal outperiorms an existing protocol In

in terms of the degree of coverage per node and the overheadthe terms of the deg!'ee_Of coverage per sensor node under
under the influence of localization error. the influence of localization error. In addition, our proposal

Index Term;—wireless sensor network, coverage problem, requires less energy in monitoring the target region.
attractor selection model The remainder of this paper is organized as follows. First in
section 11, we briefly discuss related work. Next, in section I,
we introduce the biological attractor selection model. Then,

A wireless sensor network [1] has been attracting mamy section IV, we propose a novel coverage maintenance
researchers over the past ten years for a variety of its applipaetocol adopting the attractor selection model. In section V,
tions [2]. Among them, surveillance, monitoring, and obsewe evaluate the proposal through comparison with an existing
vation of items, objects, and regions are most promising aptbtocol. Finally, in section VII, we conclude this paper and
useful. These applications require that a sufficient number dicuss future work.
sensor nodes monitor the target region. Due to the uncertainty
and instability of location and sensing area, it is difficult to
deploy and manage sensor nodes in an optimal manner, i.eThere are many proposals on coverage problem, but most of
placing a minimum number of sensor nodes at the optimilem use geometric algorithm in order to estimate the degree
positions. Therefore, a redundant number of sensor noddsoverage. Based on the estimated degree of coverage, each
are generally deployed in the target region. Then, for energgnsor node determines whether to monitor around or sleep.
conservation, a sophisticated sleep scheduling mechanisntas example, CCP [7] adopts the so-calléd;-Eligibility
employed to keep the number of active sensor nodes agorithm. First a sensor node identifies intersection points
small as possible and let sensor nodes sleep as muchofiborders of sensing areas of neighbor sensor nodes using a
possible while satisfying the application’s requirement on tlgeeometric arithmetic. Then, the sensor node evaluates whether
degree of coverage. Such an issue to minimize the numladir of intersection points inside its sensing area are inside
of active sensor nodes while guaranteeing the required degseesing areas of more thak, active sensor nodes or not.
of coverage is called coverage problem [3], [4], [5]. Ther8ince CCP assumes the accurate location information and
are many proposals on coverage problem. However mostpaffect circular sensing area with radidg on all sensor
them rely on unrealistic assumptions, e.g. accurate locatinades, it suffers from errors in the location information and the
and perfect circular sensing area, and do not work well in tieegularity of the size and shape of sensing area. In addition,
error-prone environment. for a sensor node to evaluate th&-Eligibility algorithm, it

I. INTRODUCTION

Il. RELATED WORK



has to obtain information about the location, sensing area, & -’
state of neighbor sensor nodes at the sacrifice of bandwit N,
and energy in message exchanges. To increase the robust
against localization error, a location free coverage maintenar 3. .
protocol is proposed in [8]. The protocol adopts dominating s | 9ather sensing data disseminate activity change sensing state” |
of graph theory, but it requires a sensing area to be circular & | n-th round (n+1)-th round
a transmission range to be adjustable. CARES [9] is anott ‘ )
location free protocol, where each sensor node stochastice : . — actve node
and independently chooses its state based on general Mar “«——— data gathering interval ——> = sleep node
model. However, sensor nodes must be uniformly distribut
in the target region and the shape of sensing area must
circular. In the actual environment, localization error amounts
to as much as several meters [10] and the shape of sensing area
is not always circular at all. Therefore, these existing schem%sCeII grows well. Thus, a cell _stays at the attractor and
nerates either one of two nutrients. Next, we assume that

do not work well outside the ideal environment and an errﬁf ; t lacks th trient. which I d i
tolerant coverage control method is desired. € environment facks the nutrient, which a cell do€s no

synthesize. Since it does not have the sufficient nutrient to
I1l. ATTRACTOR SELECTION MODEL grow, the activity decreases. When the activity becomes low,
\;Qere appears two attractors, ire; = m* andmy = 1/m*,

metabolic synthesis oEscherichia colicells to dynamically ©F 71 = 1/m® andms = m*, where either one of mRNA
changing nutrient condition [6]. A mutant bacterial cell haSoncentrations is higher than the other. Since the first two
a metabolic network consisting of two mutually inhibitoryf€M$ Of the right side of Eqgs. (1) and (2) are multiplied by
operons, each of which synthesizes the different nutrietﬁtﬂ.e aCt!VIty, potential of_attractors are shallow and dynamics
When a cell is in the neutral medium, where both nutrienfS dominated by the noise terms. Consequently, andm,
sufficiently exist, mRNA concentrations dominating proteif€9in to change at random. When the mRNA concentration
production are at the similar level. This means that a célf the missing nutrlgnt occasionally becomes .Iarge in a cell,
can live and grow independently of the nutrient, which th_@e actlvny slightly increases as the cell can live better. The
cell synthesizes. Once one of nutrients becomes insufficidfErease in the activity makes the potential of the attractor
in the environment, the level of gene expression of an operdRePEr and the state of a cell moves toward the attractor by
corresponding to the missing nutrient eventually increases g&tramment. The activity further increases accordingly and the
that a cell can survive by compensating the nutrient. Althougﬁ'ﬁﬂ“ence of noise becomes smaller. Eventually, the state of a

there is no embedded adaptation rule as a signal transducG&f} 'éaches an appropriate attractor and stays there stably as

pathway, a cell can successfully adapt gene expression'dhas the nutrient condition does not change. o
accordance with the surrounding condition. The attractor selection model is a kind of metaheuristics of

In the attractor selection model, the dynamics of mRNRPtMization problem with dynamically changing given condi-
tions. In the model, possible solutions are defined as attractors

concentrationn; andms are represented by following equa- ) N . ;
of the dynamic system by stochastic differential equations.

timing of n-th data gathering timing of (n+1)-th data gathering
) \

Fig. 1. Overview of our proposal

The attractor selection model imitates the adapti

tions. An objective function to maximize is defined as the activity.
dmy - s(4) —d(A)ymy +m (1) In the biological case, a bacterial cell adaptively selects one

dt 1+m3 of solutions, i.e. synthesis of either one of two nutrients, so

dmy _ s(A) d(A)ms + ) that the cell can maximize its growth rate according to the

dt — 1+m? M2 environmental nutrient condition. In our application of the

pattractor selection model to coverage control, a sensor node
si_eégcts one of two states, i.e. monitor around or sleep, to
maximize the activity defined as the degree of coverage in
H’ne target region.

A (1 > A > 0) is the cellular activity such as growt
rate and expresses the goodness of the current behavior,
the state of gene expression. Functioiiel) and d(A) are

rational coefficients of mMRNA synthesis and decompositio
respectively. In [6],s(4) = Q?TAA andd(A) = A are used. |V. ATTRACTOR SELECTIONBASED COVERAGE CONTROL

ni (1 = 1,2) corresponds to internal and external noise or |y this section, we first outline the basic behavior of our
fluctuation in gene expression. _ proposal. Then, we describe the attractor selection model
Now let us explain the dynamics of mRNA concentrationgqopted in our proposal and the definition of the activity in

following the attractor selection model. An attractor is a Stab&verage control. Finally, we describe the detailed behavior of
state, where a nonlinear dynamic system reaches after @ sor nodes in our proposal.

arbitrary initial state. When the activity is high, the nonlinear )

dynamic system formulated by the above equations has dheOverview of our proposal

attractor wheren; = ms = m*. Here,m* is a constant and In this paper, we consider a periodic monitoring application,
larger than one. When the sufficient nutrients are availablghere a sink collects sensing data from sensor nodes at regular



intervals as illustrated in Fig. 1. We refer to the interval ahe degree of coverage. The derivation of the activity will be
data gathering intervaland the beginning of data gatheringexplained in the next section.

astiming of data gatheringWe define the duration from the

n-th timing of data gathering until just before tfie + 1)-th C. Derivation of activity

timing of data gathering as theth round . . . .
o . . In our proposal, as stated in section IV-A, any estimatation
At each timing of data gathering, each sensor node, whig

S 7 . a['gorithm of the degree of coverage can be adopted. In this
was active in the preceding round, transmits a message . . o
paper, we consider the following derivation for the sake of

a sink by single or multi-hop communication. A message ; . . . .
. . : ) : asy implementation and comparison. First, the target region
consists of sensing data and the information for the sink 0 ; . ; ) .
; . IS divided into small regions of [m] x 1 [m], which is called
estimate the degree of coverage of the target region. Sinc

ﬁrﬁch In the target region of; [m]| x y; [m], a patch at the

we focus on coverage control, we do not assume any spec IS .

data gathering mechanism to collect sensing data from sensgy ™" & (@ = = 2 1) and the rowy (y, > y > 1) is
9 9 9 ma(icated by(z,y). The degree of coveragé(x,y) of patch

nodes. We also assume that the connectivity is maintain . ; .
- . : . . (x y) is approximated by the number of active sensor nodes
when the sufficient coverage is achieved [7]. Using receiv .
whose sensing area covers a center of paicly).

messages, a sink evaluates the degree of coverage of the target

. uaranteeing any point of the target region to be monitored
region. The way to evaluate the degree of coverage depe%d% active sensor nodes is calléecoverage. When an appli-
on the requirement of application and the information that, '

sensor nodes can provide. When any localization mechani ﬁ:n['on reqwresk;-cove_rag«_a, the_sensmg ratib(1 E.S = 0) Of.
e whole target region is derived by the following equation.

is available at sensor nodes, the coverage is estimated based

on thg relativg or absolute location of sensor nodes. An B {(z,y) | Cz,y) > k}|

identifier of objects that a sensor node monitors is also useful S =

information when a sink knows locations of the objects in the

target region. In this case, each sensor node does not needilte sensing ratioS does not take into account the excess

know its own location. From the degree of coverage, a sigd deficiency in monitoring, that is, whether a patch is in

derives the activity. the sensing area of more or less thamctive sensor nodes.
Then, a sink disseminates the activity information over Bherefore, coverage control using the sensing ratias the

wireless sensor network by using any efficient disseminati@etivity o leads to the waste of energy or deficient coverage.

mechanism, e.g. flooding, gossiping, or tree-based. Not ofl§ solve this problem, we formulate the excess and deficiency

sensor nodes that are active in the preceding round but gatio £ (> 1) for the whole region.

whose sleep timer expires at the timing of data gathering e v OG0 g) — k

receive the activity. Sensor nodes that receive the activity E = &izl 4=l i, ) | +1 8)

decide whether to be active or sleep using the attractor TtYt

selection model-based state selection mechanisms descr'ﬂP

below. If a sensor node decides to be active, it starts monitori

its surroundings. Otherwise, the sensor node sets its sleep timer

at multiples of data gathering interval and sleep immediately. S 9)

)

Tyt

ﬁgn, the activityn for the whole target region is derived as

~ max{l,wE}’
B. Extended attractor selection model

. . where largerw (1 > w > 0) leads to more efficient
In our proposal, we use the following attractor selection . ; : -
ST . . ontrol with less active sensor nodes, but it becomes difficult

model, which is introduced in [11] for adaptive ad-hoc networ, . . -
or sensor nodes to reach solutions, which are deficient or

routing. redundant coverage. Operatondx’ is introduced to prevent
dm; _ syn(a) the activity from exceeding one. We call the activity derived
dt 1+m2 deg(a)ma +1m S Eq. (9) theglobal activity.
dmy  syn(a) For fine-grained control, we can also define the area activity
= 5 — deg(a)mag + 2 (4) using the sensing ratio per small areas of the target region. In
dt 1+m7 s el St c g
this case, the target region is divided into some sub-areas of
and z, [m] x y, [m], wherex, andy, are divisors ofz; andy;.
% A sub-area at the columm and the rowy is indicated by
= x (8 x a” 5 .
syn(a) ax(Bxal+el) ®) (x,y), wherez;/z; > x > 1 andy:/ys > y > 1. The sensing
deg(a) = a ®)  ratio S'(x,y) of sub-area(r,y) is derived by the following

This model has two attractors, i.61; > msy Of my > m,. €duation.
B (> 0) is a parameter related to the stability of attractor and '
. = >
~ (> 0) is a parameter related to the speed of convergepice. §(=y) |/{(x’ ) | Cly) 2 k; (10)
is a constant for the dynamic system to have stable attractors (' —Dzs+1<z < 2’z
and we usd /v/2. a (1 > a > 0) is the activity derived from W =Dys+1<y < yyst|/zsys
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Fig. 2. State diagram of our proposal

sensing data feedback message
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We formulate the excess and deficiency rafiz,y) (> 1) | actve inerme
for the sub-aredz,y) as follows.

D i (o)t 2o (y—1)yet1 |C (0, 5) — K

active or sleep |

time

E/([L‘, y) = +1(11) (a) Preceding state is active
‘:Csys E(—Is+lx(|s+lw) —)E(— IW—)i
Then, the activitya/(z,y) of the sub-aredx,y) is given as (+iypop | | |
fOHOWS S,( ) active or sleep \n[;ie;:ge active or sleep |
T
o (z,y) = Y (12)

max{1l,wE'(x,y)} hop

The activity derived by Eq. (12) is called the area activity. In |
the case of the area activity-based control, a sink evaluates

all area activitiesy'(z,y) in Eqg. (12) and a message from a - trmom
sink contains all area activities. A sensor node uses the area
activity of a sub-area in which the sensor node considers to be | active or sleep
located. It implies that a sensor node with inaccurate location time
information uses the area activity of an inaccurate sub-area.

D. Node behavior

A sensor node has three states, i.e. active, sleep, and
intermediate as illustrated in Fig. 2. In each state, a sensor

node behaves as follows. _ ) )
Active state: A sensor node monitors its sensing area Next we briefly explain how a sensor node behaves in
by turning and keeping sensor modules on and transcei@@SSage transmission in simulation. In the case of a sensor
modules off for the fixed period, (> 0) [g, which is called N0de which was in the active state in the preceding round, it
sensing intervalWhen the timing of data gathering arrives, ®articipates in both data gathering and feedback dissemination
sensor node turns on transceiver modules and sends sen&hdllustrated in Fig. 3. At the end of active peridg, the
data toward the sink. Then, it moves to the intermediate staf#@ing of data gathering comes. Although mechanisms of data
Sleep state:A sensor node turns and keeps all modules off@thering and feedback dissemination are out of scope of this
to save its battery. When a sleep timer expires, a sensor nf@®er, here we consider a tree-based routing. A sensor node
turns on transceiver modules and moves to the intermediieated at hop from a sink receives messages from its child
state. sensor nodes and aggregates their sensing data with its own.
Intermediate state: A sensor node waits for receiving Then, it sends a message containing aggregated sensing data
a feedback message from the sink during the fixed periéRiits parent sensor node located(at- 1) hop from a sink
I, (> 0) [, called intermediate interval The feedback @nd moves to the intermediate state.
message contains the activity which reflects the degree of During feedback dissemination, a sensor node located at
coverage. The node evaluates two equations in section IV-Bhtop from a sink first receives a feedback message from its
updatem; andms using the received activity. In this paper, weparent sensor node during the intermediate intefyalThen,
assume that above-mentioned transactions are finished withibroadcasts the message to its child sensor nodes located at
the constant timd,,. Using updatedn; andms,, sensor nodes (i + 1) hop from a sink and determines the next state. On
select the next state as following. In casemof > ms, the the contrary, when a sensor node located ladp from a sink
sensor node moves to the active state. On the other handwas in the sleep state in the preceding round, it does not send
case ofms > mgy, the sensor node sets its sleep timer aensing data. It wakes up at the timing of data gathering and
I, + 1 x (I, + I,) and moves to the sleep stafe(> 0) is immediately moves to the intermediate state. Next, it receives
a control parameter which is randomly chosen with uniform feedback message from its parent sensor node, which was
distribution betweer) and 4 to avoid synchronous behaviorin either of the active or sleep state in the preceding round.
of sensor nodesl; + I,, corresponds to the data gatherindhen, it forwards the message to its child sensor nodes and
interval introduced in section IV-A. makes a decision on the next state.

feedback message

interme

sleep diate

active or sleep |

feedback message

interme
diate

active or sleep |

(b) Preceding state is sleep

Fig. 3. Behavior of sensor nodes @op



E. Advantages of our proposal

Our proposal have advantages over existing protocols, which
require a sensor node to obtain the information of neighbor
sensor nodes, i.e. location and state. First, our proposal is more
robust against the inaccuracy of location information and the DOI=0.000 DOI=0.003 DOI=0.010
irregularity or uncertainty of sensing area than others. In our
proposal, a sensor node only requires the degree of coverage
of the whole target region or the located area. Even if the
derivation of the degree of coverage at a sink uses location
information of sensor nodes, the influence of localization err6f heterogeneous energy loss. In wireless communication, the
can be mitigated by considering the degree of coverage owgnal strength decreases in accordance with the distance from
the whole target region or the area of a certain size. the transmitter. The foIIOWing is the Commonly used model to
Second, our proposal requires less energy in coveragimate path losg [dBm] [14].
control than others. In qther existing. proposals, so that a L =C+ 10nlog,,d, (13)
sensor node can appropriately determine the next state using
a geometric algorithm, it has to collect sufficient amount afhereC is a constant and expresses the quality of transmis-
information by receiving many messages from neighbor sengion path. Parametet is the distance between the transmitter
nodes. Although a sensor node only needs to broadcasaral the receiver. Then, RIM introduces the irregularity in path
message once to inform neighbor sensor nodes of its inféoss as,
mation, such message exchanges must be done in addition to ]
regular message transmission for data gathering. On the other 12 = T — DOIAdjustedPathLoss + I (14)
hand, our proposal only requires a sensor node to obtain the DOIAdjustedPathLoss = L x K; (15)

activity for selecting its sensing state. A sensor node on}_¥ represents the received signal strength @ndorresponds
needs to transmit one message for data gathering and on

more for feedback dissemination. Therefore, a sensor noﬁe € transmission power. corresponds to the fading effect

. : . . ; implements the difference in path loss at thth degree.
can effectively turn off its transceiver for longer duration than.' is given by the following equation
others. These advantages of our proposal will be proved by 9 y geq '
1, ifi=0

simulation in the next section. K
‘| Ki-1£rDOI, if 360 >i>0Aie N
where DOI Z |K0 — K359|

Fig. 4. Irregular sensing area

(16)
V. SIMULATION EXPERIMENTS
In this section, we first explain error models, i.e. localization
error and shape error. Simulation results follow to compare odere, DOI (Degree Of Irregularity) is the coefficient of
proposal with CCP in terms of the sensing ratio, the numbte irregularity.r is a random number following the Weibul
of active sensor nodes, the redundancy ratio, the contributiigtribution.

ratio, and the energy consumption. For example, we depict the impact of differddO7 in Fig.
o 4. Each shape shows the border of region where the received
A. Localization error signal strength exceeds a certain threshold. As can be seen,

Based on [12], we consider a simple model of localizatioROI = 0 gives a circular shape. A®XOI increases, the
error. The amount of error is uniformly distributed betweemn shape becomes more irregular. We first set parameters of RIM
andu, whereu is the maximum error in meter. Then, erroneouappropriately to obtain the regular circle shape of the desired
coordinates of a sensor node at geographical coordiatgs sensing radius and then chang! to see the influence of
is given at random in the area 0f — u,y — u) as the left irregularity in simulation experiments.
bottom corner andz + v,y + u) as the right top corner.

In our proposalc,da sink evalgates the global or area activﬁ/ Energy model
with wrong location information received from neighbor sen- We define the energy model based on MICAz [15], [16].
sor nodes. Therefore, the activity notified to sensor nodesG&®U consumes [mA] when it is on andl5 [UA] when it is
different from the actual degree of coverage. On the otheff. A transceiver module consumé$.7 [mA] in listening a
hand, a sensor node with CCP calculates intersections chinnel and receiving a message afnid [mA] in transmitting
sensing areas based on wrong location information. TherefoRe@nessage. A sensor module consurt@$uA] when it is on
the K ,-Eligibility algorithm would give a wrong answer. and 0 [uA] when it is off. When a sensor module monitors

objects, CPU is activated as well. We assume that a sensor
B. Shape error node runs on two AA batteries &f [V].

Since there is no model of the irregularity of sensing area,As explained in section IV-D, we consider a tree-based
we adopt the model of the irregularity of radio propagatiorouting for data gathering and feedback dissemination. In data
introduced in [13]. RIM (Radio Irregularity Model) modelsgathering, a sensor node receives sensing data from its child
the variation in the received signal strength under the influensensor nodes, generates the aggregated data of the same size
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Fig. 5. Comparison without errors

of a single sensing data, and sends it to a parent sensor nade.selected through preliminary experiments. In CCP, HELLO
In disseminating feedback messages, a sensor node receivesval, SLEEP, WITHDRAW, JOIN, and LISTEN timers are
a message containing the activity from its parent sensor ncsk atl [, 10 [g], 1 [g], 1 [g], and1 [g], respectively. Regarding
and broadcasts it to all child sensor nodes. details of these parameters, refer to [7]. For the purpose of

. . . comparison, we define ACTIVE and JOIN state of CCP as
D. Simulation setting active state

We distribute about 10,000 sensor nodes in the square targethe communication range. is set at20 [m]. We use

region. A sink is located in the center of the target regiogyr own simulator and we assume the ideal communication
In the case of the global activity-based control, 10,000 sengHvironment. That is, there is no loss or delay of message.
nodes are randomly deployed in the target regioB00f[m] x  The shape of sensing area is a circle of radiis= 10 [m]

500 [m]. In the case of the area activity-based control, we firghd identical among sensor nodes under the condition without
set the size of a sub-area and then determine the size of éhape error. In our proposaly a sink assumes the circular
target region as the multiple of a sub-area aroéfd [m], sensing area with radius) [m] and believes the location infor-
while keeping the density 0.0hode/m?]. For example, when mation reported by sensor nodes in derivation of the activity.
the size of sub-area it5 [m] x 15 [m], 10,404 sensor nodes|ny CCP, intersection points between borders of sensing areas
are distributed in the target region 510 [m] x 510 [M]. An  of neighbor sensor nodes are calculated under the assumption
application required, 2, or 3-coverage = 1,2, or 3). Data that there is neither localization error nor shape error. For
gathering intervalZ; + 1,,) is set atl0 [s]. Sensing interval eyaluation of the tolerance to localization error, we change the
I, is 9 [s] and wakeup interval,, is 1 [s]. At the beginning maximum location erron from 0 [m] to 10 [m], e.g. GPS-

of a simulation run, all sensor nodes are in active state. pased localization. For evaluation of the tolerance to shape
In our proposal, bothr, andm are initialized to 1 and the grror, we change)OI from 0 to 0.03.

initial activity is initialized to 0. Paramete$ and~ are set at

2.5 and 1.2, respectively. Weightis set at 0.5. The parameterE- Performance measures

[ of rounds of sleep state in our proposal is randomly chosenAs performance measures, we use the number of active
betweend and4 with uniform distribution. These parametersxodesN, the contribution ratid3, the redundancy ratit’, and



1.2

7000
1 $mmzanc 1
- o 6000 e
3 .-
] Ptid .
o 08F g € 5000 F -
ie) o o -
o 2 A= e
S 4000 f PRt
2 067 1 S
[%) o e -
S 5 3000 - o=
& 04t roposal(k=1) —— | k] -
- - E w0 e
istriplted-ccp(k=1) ---+--- S I
0z | Spegeehie ]
centra||ze -CCP(K= 1000
centralized-ccpik=
0 ) ) _centralized-ccp(k=3) - 0 ) ) ) ) ) )
0 2 4 6 8 10 0 2 4 6 8 10
maximum localization error [m] maximum localization error [m]
(a) Sensing ratio (b) Number of active sensor nodes
10 160
140 P PR
gl | s RS Fo, . .
120 b s
9 o *sae
s S 100 | -
> 61 PO il c \\\
o ‘,a' _+ K=} S~
s T Joteds 5 80r e LR JE— PR
° Tt a2 AR e
5 4 r T T e * 1 =] 60 I e e 4=
g ST e B 5 D i s T :
s G i ol [
2+ - ¥ 4
20 -
O L L L L L L O L L L L L L
0 2 4 6 8 10 0 2 4 6 8 10
maximum localization error [m] maximum localization error [m]
(c) Redundancy ratio (d) Contribution ratio

Fig. 6. Influence of localization error (global activity)

the energy consumptiof@. The contribution ratiadB indicates area. Therefore, the larger redundancy ratio means that too
the degree of contribution of an active sensor node to coverageany nodes are in the active state.

B is derived as, Finally, the energy consumptio® is derived using our
MxS energy model described in section V-C. We take into account
B = N [m?], (17) state-dependent energy consumption and energy consumed in

] ] ) ] _ message transmission and reception. We should note here that
wh_ereM_[mQ] is the size of target region arflis the sensing he overhead related to management of location information
ratio derived by Eq. (7) with the accurate coordinates and ot considered in the evaluations. First, we assume that a
sensing area. Therefore, the contribution ratio represents g obtains identifiers and location-related information from
average area that an active sensor node is responsible fiplsensor nodes in advance. We further assume that both of
monitoring. The larger contribution ratio means that sensgicp and our proposal adopt the same localization technique.

nodes are more efficiently monitoring. Messages sent from a sensor node contain its identifier, whose
Next, we define the redundancy rati6 as the averaged gjze is small enough. As a result, the amount of overhead

extra-degree of coverage per paich for achievirgoverage. regarding management of location information is almost the
The redundancy ratio is derived as, same among CCP and our proposal and the difference is

S gt:l Z(C(i,7)) negligible. .Influences of. inaccuracy in location infor_mation
= |{(x ) | Clz,g) > k}\ (18) are taken into account in the energy consumptignsince
’ = inaccurate location information affects states of sensor nodes
and and the amount of message transmission.
Z(z) = { g’* k+1, ﬁ i i Z (19) F. Basic evaluation

First we compare our proposal with CCP under the ideal
where the target region is, [m] x y; [m] and the coverage environment, where there is neither localization error nor
C(z,y) of patch (z,y) is approximated by the number ofshape error. In Fig. 5, the x-axis indicates the width and height
active nodes that has a center of patehy) in its own sensing of a sub-area, i.ex; andys, for the area activity-based control.
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Fig. 7. Influence of localization error (area activity)

rs = ys = 500 [m] corresponds to the case of the globatombinations of state of sensor node is as large'&¥°. In
activity-based control where the target region is not divideatldition, a state of a sensor node does not influence others very
into any sub-area. The y-axis shows the sensing ratio derivadch. Therefore, our proposal often falls into local optimal.
by Eqg. (7). When there is no error, CCP accomplishes thtowever, as the size of sub-area decreases, the sensing ratio
sensing ratioS of 1.0 for £ = 1, 2, and3 as shown in Fig. of our proposal approachds When the size of sub-area is
5(a). smaller, the number of sensor nodes per sub-area decreases. As
sult, the size of solution space becomes smaller and there
ears stronger interdependency among state of sensor nodes.
ther word, with the smaller size of sub-area, sensor nodes
find better solution, which has higher sensing ratio and
s redundancy ratio. In general, when a sensor node selects

the active state, it increases both of the sensing ratio and the
redundancy ratio. When the sensing ratio is low, an increase in

8esensing ratio increases the activity more than the decrease
ﬁ?éjsed by increased redundancy ratio. It is a reason that there
more active sensor nodes with smaller sub-areas in Fig.

Under the ideal environment, sensor nodes can accuratgl
estimate the degree of coverage inside sensing areas?
themselves. Figure 5(b) shows that the percentage of acﬁoeo
sensor nodes with CCP increases almost in proportional to
required coverage. In spite of a deterministic and geomet
algorithm of CCP, the redundancy ratio is higher titaand
up to 3.2 as shown in Fig. 5(c). Even if an uncovered are
inside a sensing area of a sensor node is small, a sensor
becomes active state to cover the area. This results in
redundant coverage of the other area which is already coverdif . .
However, such redundancy is unavoidable for the iregularigt?) fOr& = 2 ands3. On the other hand, whenis 1, even with

of deployment of sensor nodes and the shape of sensing a amall sub-area, it is hard for an additional active sensor node
to Iincrease the sensing ratio, which is already high enough.

Compared to CCP, the sensing ratio with our proposal #herefore, the coverage control moves toward reducing the

lower especially when the size of sub-area is large as shownéyundancy ratio to increase the activity as shown in Fig. 5(c).
Fig. 5(a). Our proposal adopts the meta-heuristic algorithm, i.e.

attractor selection model, to find a solution. As such, the sizeRegarding the contribution ratio, a smaller sub-area leads to
of search space affects the optimality of the found solutiothe higher contribution ratio. As shown in Fig. 5(d), when
In case of the global activity-based control, the number &f 2 or 3, our proposal can achieve higher contribution ratio



than CCP in any size of sub-area. On the contrary, whé&n seem to be uncovered. At the same time, localization error
1, CCP achieves higher contribution ratio than our proposal imakes a sensor node consider a further neighbor to be located
almost all size of sub-area. When andy, are500 [m] andk close. Consequently, the affected node is likely to move to the
is 1, 2, or 3, about 22 percent of sensor nodes becomes actsleep state. In the case of the distributed-CCP, a decision of a
state. In comparison with CCP, in casefof 1, the number sensor node is affected only by neighbor sensor nodes within
of active sensor nodes is redundant to achieve the perfectits communication range. From results of the distributed-CCP
coverage kX = 1). In addition, due to the low optimality of the in Fig. 6(b), localization error results in the increase more than
found solution, our proposal achieved less sensing ratio thidne decrease. On the contrary, in the case of the centralized-
CCP. Because of low sensing ratio and redundant active senS@P, a sensor node is further affected by localization error of a
nodes, our proposal achieves less contribution ratio than CG&ensor node whose actual location is out of its communication
Using smaller sub-areas, our proposal can find better solutioremyge. The actual sensing area of such a distant sensor node
i.e. achieving higher sensing ratio by less active sensor nodéses not overlap with the sensing area of the sensor node.
In particular, wherk is 1 andzs andy, are5 [m], the number Therefore, even if the distant sensor node is considered to be
of active sensor nodes in our proposal drops to below CQécated further by localization error, it does not influence a
and the magnitude relation of contribution ratio is reversed. ttecision of the sensor node at all. However, when the sensor
addition, whenk is 2 and3, the number of active sensor nodesiode considers the distant sensor node is located closer to itself
increases unlike wheh is 1, but the sensing ratio also moreby localization error, it would move to the sleep state. As a
increases. Therefore, higher contribution ratio can be achiewegult, the number of active sensor nodes becomes smaller than
as sub-areas become smaller. that of the distributed-CCP. Since the increase and decrease
are occasionally balanced for uniformly random distribution
of sensor nodes, the number of active sensor node becomes
In this section, we compare CCP and two variants of ogpbnstant against localization errors.
proposal, i.e. the global activity-based control and the areaAs a result, the redundancy ratio with the centralized-CCP
activity-based control whose sub-area size is sa0aim] x becomes smaller than the distributed-CCP (Fig.6(c)) and the
10 [m], under the influence of localization error. For the sakeentralized-CCP is more prone to the localization error than
of argument about the origin of the error tolerance of ouhe distributed-CCP in terms of the sensing ratio (Fig.6(a)).
proposal, we show the results of CCP with the center-poiSimilarly, in our proposal, the derived activity is not also
control in addition to the results of original CCP. We call theeriously affected by localization error by averaging error over
original CCP ‘distributed-CCP’ and the CCP with the centethe whole region, we can achieve the similar performance
point control ‘centralized-CCP’. In the centralized-CCP, a sinkithout increasing the number of active sensor nodes.
collects the sensing state and location-related information fromTo evaluate the efficiency of coverage control, Fig. 6(d)
all sensor nodes and conducts thig-Eligibility algorithm for shows the contribution rati® against the different degree of
each of the sensor nodes. Then, the determined state is $ecdlization error. As can be expected from Fig. 6(b), the con-
back to each sensor nodes. To ignore the influence of shagisution ratio of distributed-CCP decreases as the maximum
error, DOI is set at zero. Figures 6 and 7 summarize resultscalization error increases. For example, when an application
averaged ovet0 simulation runs. requiresl-coverage k = 1), the global activity-based control
Figure 6(a) shows the average sensing ratioof the accomplishes more efficient coverage control than CCP with
global activity-based control against the different degtee maximum localization erron: of 6 meters or more. When
of localization error. In the figure, it is obvious that neithean application require® or 3-coverage ¥ = 2 or 3), our
our proposal nor distributed-CCP is affected by localizatigoroposal always outperforms both the distributed-CCP and the
error. In our proposal, a sink calculates the activity fromentralized-CCP in terms of the contribution ratio. When we
collected sensing data. Since the effect of localization errdivide the target region into sub-areas whose si2é ign| and
is averaged over the whole region, the derived activity &pply the area activity-based control, we can achieve higher
not seriously affected by localization error. On the contrargensing ratio than the global activity-based control. Especially,
distributed-CCP uses geometric and deterministic algorithin, the case oft = 1, the similar degree of sensing ratio
and as such state selection heavily depends on the accureay be achieved with the smaller number of active sensor
of location information. Nevertheless, distributed-CCP keep®des. Moreover, the area activity-based control outperforms
the high sensing ratio. The reason is that localization errboth distributed-CCP and centralized-CCP in terms of the
and wrong state selection are compensated by the increaseudtribution ratio while the sensing ratio is sufficiently high
number of active sensor nodes and the higher redundancysash as more than 0.8.
shown in Figs. 6(b) and 6(c). However, the sensing ratio gradually decreases as the
In CCP, localization errors contribute to both of increase arndcalization error increases. In comparison with the global
decrease in the number of active nodes. When a sensor nadtvity-based control, the redundancy ratio is lower and the
wrongly considers that a neighbor sensor node is far and themmntribution ratio is higher with the area activity-based control
is no overlap between their sensing areas by localization erf@ompare Fig. 6(c) with Fig. 7(c), Fig. 6(d) with Fig. 7(d)). It
it is likely to become active to monitor intersections whictimplies that an uncovered patch has less chance to be covered

G. Influence of localization error



by a nearby active sensor node than with the global activity- 12
based control. However, even if there is the high localization 1l
error, the area activity-based control can achieve the sensing
ratio similar to or better than the global activity-based control.
From the above results, we can conclude that our proposals
are more robust than distributed-CCP. Although centralized-
CCP exhibits the similar robustness in the number of active

/
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nodes to our proposal due to the center-point control, our 02 proposal (global) —+—
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proposal is superior to centralized-CCP. Further discussions o ‘ cep —*—,
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DOI (degree of irregularity)

will be given in section VI. Although distributed-CCP can

maintain sensing ratio close to one against localization error,

the number of active sensor nodes considerably increases. It

depletes batteries and shortens the lifetime of a sensor network. 12
Although sensing ratio is slightly lower with the area activity- il
based control than distributed-CCP even without localization
error. The number of active sensor nodes do not change much
and we can expect the similar lifetime under the influence
of localization error, which is quite common in the actual
environment. When we consider such applications that do not

(a) 1-coverage k = 1)

0.8 -

0.6 -

/)

sensing ratio
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always require sensing ratio of 100%, e.g. precision agriculture 02 proposal global) ——
and environmental monitoring, our proposal is more practical 0 ‘ cep —*— ‘
and useful than distributed-CCP. 000 o001 002 ~ 003
DOI (degree of irregularity)
H. Influence of shape error (b) 2-coverage k = 2)
Figure 8 evaluates the influence of shape error on the 12

sensing ratio under the condition without localization error. As
shown in the figure, the sensing ratio decreases independently
of protocols and their order does not change against the degree
of irregularity. When there are shape errors, a patch considered
to be inside the ideal and circular sensing area of an active
sensor node is not always inside the actual and irregular

0.8 -

0.6 -

sensing ratio

7

04 -

sensing area. It leads to decreasing the sensing ratio. On the 02  proposal (global) ——

other hand, even if a patch is covered by a distant active sensor . Proposal e ‘
node whose actual sensing area contains the patch, it does 000 001 002 003
not contribute to the sensing ratio calculated at a sensor node DO! (degree of meguiarty)

or a sink. It is because another node whose circular sensing (c) 3-coverage k = 3)

area contains the patch decides to become active state for Fig. 8. Influence of shape error

insufficient coverage from a viewpoint of the sensor node and
the patch becomes covered anyway. As a result, the shape error

causes deterioration of sensing ratio. ]
For 1-coverage £ = 1), the amount of energy consumption

I. Evaluation of energy consumption with localization error becomes$.35 times as much as that
Finally, we evaluate energy consumption of our propos@fithout localization error, whereas the number of active sensor

and CCP. Figure 9 shows the averaged energy consumptit§i§les increases by aboli8-fold.

per sensor node over 10 simulation runs against time for casefndependently of the required coverage, it is apparent that
with and without localization error. Results of our proposalur proposal consumes only between one sixth and one third
with and without localization error overlap with each otheenergy of CCP. The primary reason lies in less communication
This is because the number of active sensor nodes does sarhead of our proposal. Our proposal does not involve
increase even with high localization error. A reason why theny additional communication among sensor nodes except for
global activity-based control requires more energy than tléssemination of activity. Therefore, sensor nodes can turn off
area activity-based control fér= 1, similar energy fok = 2, transceiver modules except for data gathering and feedback
and less energy fok = 3 is that it requires more, similar dissemination and hold down energy consumption. On the
number of, and less active sensor nodesifer 1, 2, and3, other hand, CCP consumes energy in the listen mode of
respectively as shown in Figs. 6 and 7. On the contrary, in tlransceivers for information exchanges and state transitions.
case of CCP, localization error depletes more energy for tfie evaluate theK-Eligibility and confirm state transition,
increased number of active sensor nodes (see Figs. 6 anda7¥ensor node has to keep a transceiver module listening a



channel for longer duration than our proposal. Furthermore,

m
. . | , u=10
CCP requires a larger number of sensor nodes to be active 3t pi&}(’)é:é}?(éiéf,a%,:u_:lga —
than our proposal when there is a large localization error. 251 Sepusomh ——

Because of the smaller energy consumption, our proposals can
accomplish the longer lifetime of sensor network than CCP.
For example, although the sensing ratio with the area activity-
based control is abot8 for k¥ = 3 andu = 10 [m] as shown

in Fig. 7(a), the lifetime of a sensor network is about six times
as long as that with CCP.

VI.

As seen in the results of centralized-CCP, center-point
control leads to the robustness against localization error in

DIsScuUsSION

L
the number of active sensor nodes. This results in the higher 3l p‘?é%%%i}?('(é?éﬁi,“uiig -

. . . . roposal obal, U= m B
contribution ratio of the centralized-CCP than that of the 25l Y e g -

distributed-CCP. Since our proposal adopts a kind of center-
point control, where the activity, expressing the degree of
coverage of the whole region or each sub-area, is derived at a
sink, they have the similar robustness. However, the center-
point control alone is not sufficient to explain the reason
of higher performance of our proposal than the CCP-based
control schemes. A reason that our proposal can outperform
the CCP-based schemes by the smaller number of active sensor
nodes is in the bio-inspired algorithm. CCP relies on the
deterministic and rigorous algorithm, aiming at the perfect
coverage. As a result, many sensor nodes are forced to be
active to fully fill out the region with active nodes. For
example, a sensor node decides to become the active state
to cover a small void, whose size is less th%p of the
sensing area. On the contrary, the bio-inspired algorithm is
more flexible and relaxed. A single scalar, called the activity,
is used to express the degree of coverage of the whole region or
each sub-area in a rough and vague manner. In addition, each
sensor node decides its state stochastically and autonomously.
As such, the number of active sensor nodes is efficiently
reduced while leaving some voids are uncovered with our
proposal and the sensing ratio is sacrificed to some extent.

VIl. CONCLUSION

systems. We are going to evaluate our proposals with other
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Fig. 9.

In this paper, by adopting the attractor selection model efmulation scenarios.

adaptive behavior of biological systems, we proposed an error-

Energy consumption

tolerant and energy-efficient coverage control and showed our ACKNOWLEDGEMENT
proposal can achieve the sensing raticof up to 0.98 and This research was supported in part by Early-concept Grants
prolong the life time of the network up ®fold by comparison for Exploratory Research on New-generation Network and
with CCP. International Collaborative Research Grant of the National
As future research, we plan to conduct more realistic evdhstitute of Information and Communications Technology,
uation, where radio communication interferes with each othdapan.
CCP will suffer from collisions among control messages and
the performance will deteriorate. On the contrary, feedback
dissemination will be affected by loss of messages. As g1 1. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayirci, “Wireless
r It m nsor nod nnot date th tivit nd sensor networks: a surveyComputer networksvol. 38, pp. 393-422,
esult, some sensor nodes cannot update the activity and pec 2002,
the performance will deteriorate as well. We also need t@] N. Xu, “A survey of sensor network applicationdEEE Communica-
investigate the influence of parameters of the attractor selectign tions Magazingvol. 40, pp. 102-114, Aug. 2002. o
model. Biological models are insensitive to parameter setting J. Chen and X. Koutsoukos, "Survey on coverage problems in wireless

: < - . ) ) . ad hoc sensor networks,” Proceedings of IEEE South East confergnce
in general and it is one of benefits to be inspired by biological pp. 22-25, Mar. 2007.

REFERENCES



(4]
(5]

(6]

(7]

(8]

El

[10]

[11]

[12]

[13]

[14]

[15]
[16]

M. Cardei and J. Wu, “Coverage in wireless sensor netwoHatidbook

of Sensor Networks2004.

L. Wang and Y. Xiao, “A survey of energy-efficient scheduling mech-
anisms in sensor networks®CM Mobile Networks and Applications

vol. 11, pp. 723-740, Mar. 2006.

A. Kashiwagi, |. Urabe, K. Kaneko, and T. Yomo, “Adaptive response
of a gene network to environmental changes by fithess-induced attractor
selection,”PloS ONE vol. 1, Dec. 2006.

G. Xing, X. Wang, Y. Zhang, C. Lu, R. Pless, and C. Gill, “Integrated
coverage and connectivity configuration for energy conservation in
sensor networks ACM Transactions on Sensor Netwarksl. 1, pp. 36—

72, Aug. 2005.

R. Zheng, G. He, and X. Liu, “Location-free coverage maintenance
in wireless sensor networks,” Tech. Rep. UH-CS-05-15, Depertment of
Computer Science, University of Houston, July 2005.

B. Yener, M. Magdon-Ismail, and F. Sivrikaya, “Joint problem of power
optimal connectivity and coverage in wireless sensor netwovksgless
Networks vol. 13, pp. 537-550, Nov. 2007.

J. Wang, R. Ghosh, and S. Das, “A survey on sensor localization,”
Journal of Control Theory and Applicationgol. 8, pp. 2-11, Feb. 2010.

K. Leibnitz, N. Wakamiya, and M. Murata, “A bio-inspired robust
routing protocol for mobile ad hoc networks,” Rroceedings of ICCCN

pp. 321-326, Aug. 2007.

J. Lu, L. Bao, and T. Suda, “Probabilistic self-scheduling for coverage
configuration in wireless ad-hoc sensor networkstgrnational Journal

of IEEE Pervasive Computing and Communicatiord. 4, pp. 26-39,
Mar. 2008.

G. Zhou, T. He, S. Krishnamurthy, and J. Stankovic, “Impact of radio ir-
regularity on wireless sensor networks,”Rnoceedings of International
Conference on Mobile Systems, Applications, and Seryped25-138,
June 2004.

T. S. RappaportWireless communications: principles and practice
vol. 207. Prentice Hall PTR New Jersey, 1996.

Crossbow Technology, “MICAz Datasheet.” http://www.xbow.com.

V. Shnayder, M. Hempstead, B. Chen, G. Allen, and M. Welsh, “Simulat-
ing the power consumption of large-scale sensor network applications,
in Proceedings of International conference on Embedded networked
sensor system@p. 188—-200, Nov. 2004.

»



