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Enterprise networks and applications performed over them have been changing according to
the enterprises’ strategies for reducing their total cost of ownership (TCO). As a wide area
network (WAN) provides high-bandwidth connectivity (i.e., more than several megabits
per second), this change has proceeded through roughly three phases. The first phase is
the integration of multiple private WANs, as well as computing resources (i.e., servers and
storage systems) used for applications in private data centers, e.g., when new enterprises
are established through the merger of existing companies after 2000. The second phase is
the consolidation of computing resources, such as desktop computers and shared storage
equipments, from branches to a private data center, which has become widespread since
around 2006. The third phase is the consolidation (i.e., outsourcing) of computing resources
from private data centers to public data centers, utilizing cloud computing services, which
is currently in progress.

The above integration process involves a lot of WAN issues. Through the first-phase
integration, the scale of a private WAN, such as the number of network nodes and end
systems, and amount of traffic, increases. We therefore need to consider scalability issues
of the private WAN. The consolidations in the second and third phases changes the end-
to-end communication path between a client and a server. After the second phase, the
end-to-end path is no longer limited to the inside of a branch but traverses the private
WAN of an enterprise. Moreover, the third phase results in the end-to-end path traversing
a public WAN connecting the enterprise to external data centers. From the perspective
of an application executed over the private or public WAN, either WAN could be the
bottleneck in the end-to-end path because of its lower performance. This drawback of the WAN could be apparent when the application contains not only bulk data flows but also interactive data flows. On the other hand, from the perspective of the underlying network system, the consolidation of computing resources in data centers results in a greater traffic load on the WAN. In the third phase, when outsourced applications use multimedia data related to digital videos and cameras, this outsourcing will lead to a massive amount of data traversing the public WAN, which will increase the power consumed in the WAN. We have selected several important but not well-discussed issues from those mentioned above, and studied solution approaches for the private and public WANs and applications performed over them. In this thesis, we focus on three objectives, corresponding to the three phases of the integration process, as follows.

For the first phase, we focus on evaluating the scalability of the control plane in a large enterprise network. We develop an approach to estimate the network performance for updating routing information, which is applied to a private WAN constructed by integrating two large banking networks. We first draw up a formula to represent the effect of the increase in packet traffic on the decrease in central processing unit (CPU) utilization at a router, and hence on delays in the routing information updating. Then, this formula is applied to estimate the level of CPU utilization required for routing information convergence. The results of our experiments on the network show that routing information updating could be completed as long as the average CPU utilization during any five-minute period at the routers was less than 40%.

For the second phase, we focus on evaluating the performance of a thin-client system based on transmission control protocol (TCP), which is a typical application traversing a private WAN (and/or public WAN) after computing resources have been consolidated from branches to a private data center. We first describe the download traffic of thin-client systems as a two-state model with interactive data flows in response to keystrokes and bulk data flows related to screen updates. Since users are more sensitive to the keystroke response time, our next objective is to minimize the latency of interactive data flows, especially when the network is congested. Through simulation experiments, we reveal that the main delays...
are queuing delay in the bottleneck router connected to the WAN and buffering delay in the server. We then enhance two TCP mechanisms: retransmission timeout calculation and selective acknowledgment (SACK) control, which overcome the drawbacks of existing options and increase the interval between occurrences of large delays (more than about 1 second) by about four times (up to about 2,500 seconds).

For the third phase, we focus on evaluating the power consumed in a public WAN after computing resources have been consolidated in a few huge public data centers. Such consolidation is becoming widespread not only among enterprises but also homes and public offices. Therefore, in our consideration of this issue, we treated the whole society. A distributed computing network (DCN), such as a content delivery network, not only improves the response time to clients but also reduces the traffic to and from the data center over the public WAN, thereby decreasing the power consumed in the WAN. We concentrate on the energy-saving aspect of the DCN and evaluate its effectiveness, especially considering traffic locality, i.e., the amount of traffic related to the geographical vicinity. We first formulate the problem of optimizing the DCN power consumption. Numerical evaluations show that, when there is strong traffic locality and the router has ideal energy proportionality, the system’s power consumption is reduced to about 50% of the power consumed in the case where a DCN is not used. Moreover, this advantage becomes up to about 30% when the data center is located farthest from the center of the network topology.

Finally, we discuss future work for the situation after the third phase of the integration process.
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Chapter 1

Introduction

1.1 Background

1.1.1 Overview of Enterprise Network

Enterprise networks are managed systems based on the Internet Protocol (IP) from the perspective of availability, performance (e.g., throughput and delay), security, and so on. An overview of an enterprise network system is depicted in Figure 1.1. This is a private system having a hierarchical structure consisting of a few data centers including outsourced public data centers, a private wide area network (WAN), and a lot of branches, which are interconnected by IP routers (simply called routers here) [1]. For example, a large banking network in Japan connects a few data centers and about 2,000 branches by about 5,000 routers [2]. There are server/storage devices in the data centers and client devices in the branches, where a pair of a server and a client establishes an end-to-end connection over the private/public WAN. The private/public WAN is composed of a core network, metro/edge networks, and access networks, where the core network is usually a nationwide network and the metro/edge network is mostly a prefecture-wide network. This WAN is usually constructed by using Ethernet over a DWDM optical network [3], where DWDM stand for dense wavelength division multiplexing.

There are three methods of private WAN management. One is for routers and the links
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connecting them to be provided and operated by an enterprise, another is for IP routers
(and switches for lower-level protocols like asynchronous transfer mode (ATM), in some
cases) to be operated by the enterprise but the links connecting routers to be managed
by a telecommunications carrier, and the third method is for the enterprise to outsource
the entire WAN operations to the telecommunications carrier. The first method would be
applied only to particular types of networks such as the network interconnecting two private
data centers. Although large enterprises tend to select the second method while small and
medium-sized enterprises commonly select the third method, the third method has become
widely used as the level of service provided by telecommunication carriers has improved.

Clients in branches of an enterprise also access external servers in a public data center via
a public WAN such as the telecommunications carrier’s WAN, an Internet service provider’s
(ISP’s) WAN, and the Internet. In this case, private networks can access the external networks via the gateway router in a private data center or branch, or via that in the core/metro/edge network.

In enterprises, almost all applications performed over the network are IP-based [4]. These applications are classified in a number of ways. From the perspective of reliability (or availability) requirements, mission-critical applications, such as applications handling online transactions and money and ones related to customers’ revenues, require guaranteed or predictable reliability, e.g., a required uptime of 99.999% [1, 5]. Meanwhile, business-critical applications, such as e-mail, customer relationship management (CRM), and collaboration, are essential to business activities, although their reliability requirements are not as strict as those of mission-critical applications. From the capacity requirement perspective, bandwidth-critical applications including voice, video, and teleconferencing need a guaranteed minimum capacity. From the delay requirement perspective, real-time applications have a strict timing relationship between source and destination: one example of this is nonbuffered video playback [5]. In interactive applications, such as Telnet, remote desktop, and web applications, such timing is not so strict and could be defined by the human response time [5].

1.1.2 Integration of Enterprise Networks and Computing Resources

Enterprise networks and applications performed over them have been changing according to the enterprises’ strategies for reducing their total cost of ownership (TCO). As a WAN provides high-bandwidth connectivity (i.e., more than several megabits per second), this change has proceeded through roughly three phases, as illustrated in Figure 1.2.

The first phase is the integration of multiple private WANs, as well as computing resources (i.e., servers and storage systems) used for applications in private data centers, e.g., when new enterprises are established through the merger of existing companies. Typical examples of this integration are the several mergers of large banking companies after 2000 in Japan [6]. When two enterprises are merged, their private WANs, which connects their
own existing private data centers and branches, are integrated in order to construct a new shared communication infrastructure. After the WANs have been integrated, computing resources for executing applications in each data center are then integrated through the interconnection of data centers or consolidated in a primary data center.

The second phase is the consolidation of computing resources from branches to a private data center to manage computing resources in an integrated fashion, e.g., to simplify backup and restoration procedures, as well as to reduce the risk of corporate information leaking from branches [7, 8]. In this phase, typical consolidated computing resources are desktop computers and shared storage equipment located in branch offices. This phase has become widespread since around 2006.

The third phase is the consolidation (i.e., outsourcing) of computing resources from
enterprise private data centers to public data centers, utilizing cloud computing services [9]. In order to boost management efficiency and competitiveness, enterprises will outsource applications that deviate from the core business to external service providers. Examples of such applications are business-critical applications deployed in a private data center and monitoring services for checking a branch office’s environment. This phase is currently in progress.

1.1.3 WAN Issues and Related Work

In this subsection, we discuss WAN issues that arise during the integration explained in the previous subsection. We also mention related studies and their main subjects.

**Issues in the first phase of integration**

The first-phase integration is achieved using IP technology. Through this integration, the scale of a private WAN, such as the number of networks nodes and end systems (e.g., servers and clients), and amount of IP traffic, increases. We therefore need to consider the scalability issues of the private WAN. In general, this network consists of three parts: the data plane carrying users’ traffic between servers and clients, the control plane carrying route control information between network nodes, and the management plane carrying operations and administration traffic between a network management system and network nodes, as shown in Figure 1.3.

In the data plane, a network node forwards layer-2 or layer-3 packets by using a forwarding table. The number of end systems affects the node’s required performance, such as switching capacity and input-output interface bandwidth. The requirements for the nodes also depends on the application traffic routed through them. The characteristics of enterprise traffic have been measured, for example, in respect to application protocol types [10], multicast traffic [11], and traffic redundancy [12].

In the control plane, each node runs control protocols such as routing protocols, exchanges network topology and reachability information with adjacent nodes, and build the
forwarding table by using the exchanged information. The numbers of network nodes and end systems have a large impact on the amount of the exchanged information and the sizes of the tables in the nodes. In comparison to IP routing, Ethernet bridging does not scale well because it relies on broadcast, which could overload the control plane. Therefore, there are many proposals for improving scalability of Ethernet in the case of a local area network (LAN) [13, 14, 15], especially in the case of a data center network [16, 17, 18, 19, 20], and in the case of a WAN [21, 22, 23, 24]. In addition, the optimum design of layer-2 networks has been considered, focusing on virtual LANs (VLANs) [25, 26]. Meanwhile, in general, IP routing can scale to support enterprise levels of usage, as long as it is well designed and configured [27, 28, 29, 30, 31].

In the management plane, the network operator configures the network nodes by using the network management system. The network management system also gathers management information from nodes, e.g., by using the Simple Network Management Protocol (SNMP). The scale of network nodes influences the amount of operation traffic between the management system and nodes. It also affects the time required to complete the operation. From the perspective of the management plane, the configuration management required for large and complex networks, such as modeling network elements and maintaining error-free
configurations of the networks, is the main subject [32, 33, 34, 35, 36].

In our case, adjustment of the control plane scalability in an IP network was the most complicated among these three planes, because the network had to take over the IP address settings of the former networks, i.e., a newly merged enterprise’s network had to retain the existing IP address settings of pre-merger networks. The enterprise owned and operated the routers in the WAN infrastructure of its private network. Then, network administrators of the enterprise had the responsibility for this adjustment.

**Issues in the second and third phases of integration**

The consolidation in the second and third phases changes the end-to-end communication path between a client and a server. After the second phase, the end-to-end path is no longer limited to the inside of a branch but traverses the private WAN of an enterprise. Moreover, the third phase results in the end-to-end path traversing a public WAN connecting the enterprise to external data centers. Consequently, application performance depends on the private and/or public WAN quality and application traffic has an effect on the network nodes in the WAN.

As shown in Figure 1.4, from the perspective of an application carried out over the private and/or public WAN, its performance is dependent on the WAN’s bandwidth, latency, packet loss ratio, etc. The WAN could be the bottleneck in the end-to-end path because the performance of the WAN is usually lower than that of a local area network (LAN). In our case, the WAN’s bandwidth is about one-tenth of that of the LAN in a data center. Moreover, the latency of the WAN, such as one between Tokyo and Osaka, is about 10 to 20 milliseconds, whereas that of the data center LAN is usually from several microseconds to less than a millisecond.

More than 95 % of the packets observed in enterprise networks is based on IP protocol; moreover, 66 % to 95 % of the total IP packets uses Transmission Control Protocol (TCP) as transport protocol [10]. To use TCP efficiently in high-speed long-latency networks, a number of enhancements to the TCP’s congestion control mechanism have been developed [37]. These enhancements include loss-based approaches such as High-Speed
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TCP [38] and its modification [39], Scalable TCP [40], delay-based approaches such as TCP Vegas [41] and FAST TCP [42], hybrid approaches such as Compound TCP [43] and TCP-Adaptive Reno [44], and other approaches including BIC-TCP [45], CUBIC-TCP [46], TCP Westwood [47]. Above enhancements are suitable for bulk data transfer (e.g., File Transfer Protocol (FTP), Simple Mail Transfer Protocol (SMTP), HyperText Transfer Protocol (HTTP)). However, improvements of interactive data transfer (e.g., Telnet, rlogin, and Secure Shell (SSH), and HTTP in some cases) in such networks are side effects of those enhancements. Although improvements of fairness between TCP long-lived and short-lived connections [48] have been discussed [49, 50], interactions between bulk data transfer and interactive data transfer, especially when they coexist in a TCP connection across the WAN, have not been addressed.

On the other hand, from the perspective of the underlying network system, the consolidation of computing resources in data centers results in a greater traffic load on the WAN. Especially in the third phase, applications like business-critical and environmental monitoring ones are outsourced to external service providers. These applications include multimedia data related to digital videos and cameras. Such outsourcing, i.e., using cloud computing services, is becoming widespread among enterprises, public offices, homes and...
so on. According to [51], IP traffic will grow at a compound annual growth rate (CAGR) of about 30% from 2010 to 2015 and the biggest driver for the global traffic growth will be video. For example, multimedia traffic accounts for approximately half of the total IP traffic in a large ISP [52]. One of main challenges for such a WAN is reduction in the power consumption of the WAN. Power efficiency in telecommunications networks has been one of the major research issues [53, 54, 55, 56]. Proposed power reduction strategies includes putting idle components in sleep mode at an router/switch level [57, 58] or a port level [59, 60, 61], and modifying link rate [62, 63]. These strategies consider the optimal routing that minimize the total power consumption in the network. However, variety of traffic matrices in the network, e.g. the matrix describing the amount of traffic related to the geographic locality, have not been considered in their scope.

1.2 Outline of Thesis

We have selected several important but not well-discussed issues from those addressed in the previous section, and studied solution approaches for the private and public WANs and applications performed over them. In this thesis, we focus on the following three objectives, which correspond to the three phases of the integration of enterprise networks and computing resources.

- Performance of a large enterprise network for updating routing information
- Performance a thin-client system in a WAN environment
- Power consumption of a WAN with the aid of distributed computing.

The chapters of this thesis are summarized below.

Note that those three objectives deal with the same private/public WAN described in Section 1.1.1. The solution approaches for those objectives do not constrain each other.
1.2 Outline of Thesis

1.2.1 Chapter 2: Performance of a Large Enterprise Network for Updating Routing Information \[64, 2\]

In Chapter 2, we focus on evaluating the scalability of the control plane in a large enterprise network, which is one of the important issues when the network have to take over the IP address settings of the former networks. We develop an approach that allows us to estimate the performance of the network for updating routing information. This approach is applied to the one of the world’s largest private networks, which was constructed by integrating two large banking networks in Japan. Note that this enterprise managed the network nodes, i.e., routers and ATM switches, itself, rather than outsourcing them to a telecommunications carrier.

The main characteristic of this approach is based on a formula that represents the delays in updating routing information that accompany reductions in central processing unit (CPU) resources. This procedure consists of two steps: one estimates the reduction in the availability of CPU resources caused by forwarding data packets at a router, and the other estimates the levels of CPU resources required for replying to queries about new routes and subsequently updating the routing information. These steps are applied to estimate the level of CPU utilization required for routing information convergence. The results of our experiments on the network show that updating the routing information is possible as long as the average CPU utilization during any five-minute period at the routers is less than 40 \%. We were able to apply this guideline and confirm the stability of the network.

1.2.2 Chapter 3: Performance of a Thin-Client System in a WAN Environment \[65, 66, 67, 68\]

In Chapter 3, we focus on evaluating the performance of a typical application traversing a private WAN (and/or public WAN) after computing resources have been consolidated from branches to a private data center. We thus concentrate on a thin-client system. The performance of thin-client systems based on TCP depends on network quality, so it becomes worse in a private WAN environment. However, the network traffic of the response from
Chapter 1. Introduction

The server in thin-client systems is a mixture of interactive and bulk data flows in a TCP connection, and the effects of TCP mechanisms in such a situation have not been clarified.

In this chapter, we first describe the download traffic of thin-client systems as a two-state model with interactive data flows in response to keystrokes and bulk data flows related to screen updates. Since users are more sensitive to the keystroke response time, our next objective is to minimize the latency of interactive data flows, especially when the network is congested. Through detailed simulation experiments, we reveal that the main delays are queuing delay in the bottleneck router connected to the WAN and buffering delay in the server. We then enhance two TCP mechanisms: retransmission timeout calculation and selective acknowledgment (SACK) control, which overcome the drawbacks of existing options and increase the interval between occurrences of large delays (more than about 1 second) by about four times (up to about 2,500 seconds).

1.2.3 Chapter 4: Power Consumption of a WAN with the Aid of Distributed Computing [69, 70, 71]

In Chapter 4, we focus on evaluating the effect on a public WAN as a result of consolidating computing resources in a few huge public data centers. Such consolidation is becoming widespread not only among enterprises but also among homes and public offices. Therefore, we did not restrict this topic to enterprises but considered it for the whole society. When computing resources are consolidated in a few public data centers, this results in increased power consumption in a public WAN. A distributed computing network (DCN), such as a content delivery network, not only improves the response time to clients but also reduces the traffic to and from the data center over the WAN, thereby decreasing the power consumed in the WAN. We concentrate on the energy-saving aspect of the DCN and evaluate its effectiveness, especially considering traffic locality, i.e., the amount of traffic related to the geographical vicinity.

In this chapter, we first formulate the problem of optimizing the DCN power consumption and describe the DCN in detail. Numerical evaluations show that, when there is strong
traffic locality and the router has ideal energy proportionality, the system’s power consumption is reduced to about 50% of the power consumed in the case where a DCN is not used. Moreover, this advantage becomes even larger (up to about 30%) when the data center is located farthest from the center of the network topology.

1.2.4 Chapter 5: conclusion

Finally, in Chapter 5, we present the conclusions of this thesis and discuss future work. In particular, we discuss work for the situation after the third phase of the integration process.
Chapter 2

Performance of a Large Enterprise Network for Updating Routing Information

2.1 Introduction

The computer network of a certain large bank, which we call A Bank, was constructed by integrating the networks of two certain banks, which we call B Bank and C Bank, in preparation for the merging of the two enterprises to form the new bank on January 15, 2002. The A Bank network connects about 5,000 routers in about 2,100 buildings. The network is one of the largest enterprise networks in the world. It is also, of course, a mission-critical network because it is used for communicating banking data.

To build a new network by integrating the two existing networks, it was necessary to estimate network scalability to verify the reliability of the newly integrated network. However, a number of problems appeared during integration of the network in 2001. The most serious of these problems was that the routing information did not converge when the network topology was changed. This fault caused the routers to consume so much CPU resources that data communications were interrupted. Such faults arose because the
scalability limit of the $B$ Bank network was exceeded when it was merged with that of $C$ Bank. Accordingly, we took appropriate steps to correct these faults and thus improved the quality of the network [72, 4].

We began by investigating the conditions under which the network was capable of updating the routing information with sufficient rapidity. We estimated the time taken for a router to reply to a request for a new route when the router was busy forwarding data packets, and we set up guidelines to determine whether the level of CPU utilization by a router was low enough for completing convergence [64]. The investigation’s purpose was to confirm the scalability of the network and to obtain guidelines for extending the network.

This chapter describes our experimental approach to estimating the performance of large-scale enterprise networks in terms of updating routing information. First, we explain the features of the $A$ Bank network and the faults that occurred during the integration process. We then explain the steps involved in estimating the time taken by a router to reply to a query received during the updating of routing information. Next, we give guidelines for determining whether a router’s level of CPU utilization is low enough for it to update routing information with sufficient rapidity. Finally, we discuss how we verified these guidelines through measurements on the network and then applied them to confirm the reliability of the integrated network.

2.2 The $A$ Bank Network System

2.2.1 The $A$ Bank’s network architecture

Network scale

The $A$ Bank network connects about 2,100 buildings and has about 5,000 routers that were made by Cisco Systems Inc. The network was constructed by merging the $C$ Bank network, which connected about 900 buildings, into the $B$ Bank network, which connected about 1,200 buildings. The $B$ Bank network was used as the prototype of the $A$ Bank network.
Network topology

Figure 2.1 shows the logical framework of the network. The network consists of three parts: data centers, relay stations, and branches. Each relay station is a network hub and accommodates the lines from branches and from data centers. The relay-station layer is a critical part of the network because a fault in it causes the greatest topological changes in the network.

Traffic paths

Double paths are provided for each link between a branch and a data center to create a redundant fail-safe routing topology. Half of all paths bound for the main center are concentrated on the relay station A and the other half are concentrated on the relay station
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B. The routers $Ra$ and $Ra'$, shown in Figure 2.1, have more neighboring routers than any others in the network (about 50 neighbors), and the routers $Rb$ and $Rb'$ have the second greatest numbers of neighbors. A fault in any single router triggers updating of the routing information held by most of the routers in the network.

Routing protocol

We use Enhanced IGRP (Interior Gateway Routing Protocol), EIGRP, which is a dynamic routing protocol from Cisco Systems Inc. Figure 2.2 explains the mechanism applied by EIGRP in updating routing information [73, 74]. When the link between the routers $Ra'$ and $Rc$ fails, the router $Rc$ loses the routing information that was advertised by the router $Ra'$. If the router $Rc$ does not have the information for an alternative route, it sends a query packet to all of its neighbors to inquire about the lost routing information. The router $Ra$, upon receiving a query from the router $Rc$, attempts to find a new path to the given network address. It finds one, so it sends a reply packet to the router $Rc$. The router $Rc$, upon receiving replies from its neighbors, updates its routing information and selects a certain router as the next hop for an alternative path. If the router $Rc$ doesn’t receive a reply from a neighbor within 3 minutes, it stops waiting for a reply. This timer value is based on the router’s setting. Then, the router $Rc$ clears its connection to the neighboring router that is not answering and restarts the session with the neighbor. This is called a stuck-in-active (SIA) route. This situation is called an SIA error.

2.2.2 Faults that appeared during integration

The faults that appeared during the integration of the network in 2001 were of two types. Both prevented the quick convergence of EIGRP in response to changes in the network topology. Convergence took several minutes, slowly appearing in successive parts of the network, after a fault had occurred. The faults brought about extremely high levels of CPU utilization at the routers, and this stopped some communication between the centers and the branches. As previously mentioned, the A Bank network was being constructed by
integrating the $C$ Bank network into the $B$ Bank network. The problems arose because the limits of scalability for the $B$ Bank network were exceeded during this process. We settled this issue in the following ways.

**Routers with overly complicated configuration**

One problem arose because more than five paths with the same cost existed between two routers, and another problem arose because about twenty routers advertised the same default route to a single router. Both were attributed to the large scale of the network. We solved the problems by changing the routers’ configurations rather than by installing a later version of the routers’ operating system. We chose this path because the latter action would have had a strong impact on the network and we did not have enough time to test a later version of the software.

**Routers with insufficient ability**

If the router $Ra$ in Figure 2.2, for example, is overloaded by receiving too many queries, and has insufficient capacity for processing them all, it becomes incapable of quickly responding
to queries. If the delay in replying to a query exceeds 180 s, an SIA error occurs. This fault stops data communication. In order to prevent the triggering of an SIA error by a router’s inability to reply, we have to reduce the load on the router so that the router can reply in time. We took the following actions to implement this solution.

- We reduced the numbers of advertised network addresses by filtering the routing packets (i.e., reduced the numbers of the queries sent).
- We reduced the numbers of neighboring routers by placing new routers in intermediate positions to act as neighbors (i.e., reduced the numbers of received queries).
- We improved router capacity by replacing some of them with higher-grade routers.

2.3 Scalability of Routing Protocol

We considered the scalability of the routing protocol and otherwise examined the EIGRP, (the protocol used in the network), in the following ways [75, 1, 76].

Protocol specification

Setting up the routers in a more complicated configuration than Cisco Systems Inc. had anticipated led to faults of the kinds explained in Section 2.2.2. Needless to say, we had to check the relevant technical reports and to use a test network in order to examine the configurations before we altered the existing networks. In particular, it was important that we expand the set of items examined to reflect the level of faults that we experienced.

Normal operation

To maintain the routing connection with its neighbors, each router sends hello packets to each of its neighbors every 5 s. The packet size for this is about 60 bytes, including the IP header, so this takes up very little bandwidth. If a hold timer expires because a hello packet has been lost, the neighbor is declared unreachable and its entry in the router’s internal
information is discarded. Therefore, the highest priority should be given to securing the bandwidth required by hello packets.

**Operation in response to topological changes**

EIGRP is said to be more suitable for large networks than other dynamic routing protocols such as RIP (Routing Information Protocol). This is because updates in EIGRP are non-periodic, may be partial, converge quickly, and take up less bandwidth. If a router has no appropriate alternate route when the cost of one route changes, the router, operating with EIGRP, queries its neighbors to discover an alternate route. This query is propagated until an appropriate route is found. When the timer expires before the router receives a reply from its neighbor, the router is presumed to be in a state of SIA error. As mentioned in Section 2.2.2, most of the faults that occurred during the integration of the network in 2001 were caused by SIA errors due to insufficient router capacity.

Address summarization may be applied to reduce the numbers of EIGRP-learned entries that are stored in the route tables. Address summarization is quite an effective way of reducing the total utilization of processors for updating routing information. We were, however, unable to configure the routers of the A Bank network to use summarized addresses because the network had to continue using the IP addressing scheme used previously in the B Bank network. As a result, the size of the routing table in each router increased in proportion to the increase in the number of network addresses. The greater the increase in the number of network addresses, the more the core routers were flooded with query packets from their neighbors so that they could not process them quickly enough. This is why we had to estimate the scalability of the network with a particular focus on the scalability of routing protocol operation. First, we reduced the load on the routers as explained in Section 2.2.2. After that, we estimated the scalability of the network. We will explain the estimation method in detail in the following section.
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2.4.1 Overview

In order to verify the reliability of the integrated network, we took the following steps to estimate the scalability of EIGRP in the network.

First, we estimated the time the most critical router would take to respond to a query and to update its routing information in response to a change in topology during its reception of data packets. We thus carried out these experiments on the router Ra of the relay station B, to investigate its ability to respond to queries.

Second, we estimated the levels of CPU resources that were sufficient for a router to reply to queries while loaded with data packets. We derived a formula for the response time to a query for a router receiving a lot of packets and therefore using high levels of CPU resources for packet processing.

We intended to apply the approaches mentioned above to make measurements in the actual network environment. Of course, we conducted tests on a simulated network first. The A Bank network is, however, so large that it was not possible for us to quantitatively analyze the whole process of routing convergence in a practically useful way. For this reason, we decided to carry out experiments directly on the actual network.

Note that this chapter deal with a large banking network as a concrete example of a large enterprise network. Therefore, our proposed approaches are not limited to banking networks; these approaches are applied to common large enterprise networks.

2.4.2 Estimating response times for queries and the CPU resources while forwarding data packets

We observed that the replies of routers to queries were delayed when the routers were receiving many data packets for forwarding. We assumed that this delay was caused by the corresponding reduced availability of CPU resources. Based on this assumption, we followed the procedure described below to obtain a formula for the appropriate response time for a query of a router under a heavy packet load. From our observations, we derived
a simple model that was appropriate for a large enterprise network operation.

**Estimating CPU utilization**

The more packets a router receives, the greater the level of CPU resources required for the forwarding of packets. When we measured the result for a router in our test system, we found that the level of CPU utilization was greatly increased by relatively small increases in a load with lower rates of packet reception at the router, but that the increases became smaller for a given load with higher rates of packet reception. Thus, the best-fitted function for the desired result should be selected. To find that equation, we approximated the relationship between the level of CPU utilization $y$ (%) and the rate of packet reception $x$ (pps (packets per second)) at a router by

$$y = \frac{100x}{x + c},$$  \hspace{1cm} (2.1)

where $c$ is a constant and equals the number of packets per second when the level of CPU utilization incurred in forwarding them is 50 %. Equation (2.1), which was derived from actual practice, not from theory, expressed the desired result for our test system well.

**Estimating response times for queries**

We used the following expression for the utilization of CPU resources in a router while the router is forwarding data packets:

($)\text{CPU resources for replying to queries}$ $= 1 - \{ (\text{CPU resources for forwarding data packets})$ $+ (\text{CPU resources expended as an overhead for processing queries (a supplementary term)}) \}.$

The second term in right-hand side of the formula was assumed to be expressed in the same way as Equation (2.1). We approximated the sum of the CPU resources taken up in the forwarding of data packets and the CPU resources expended as an overhead on the
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processing of queries by using the same formula as Equation (2.1). Therefore, the sum is represented by $y'$ (%), which is defined by

$$y' = \frac{100 \times x}{x + c'}$$

(2.2)

where $x$ (pps) is the number of packets received per second and $c'$ is a constant. The level of CPU resources $y_1$ (%) assigned to replying to queries can be expressed by subtracting the sum $y'$ from the whole, which is defined by

$$\frac{y_1}{100} = 1 - \frac{y'}{100} = \frac{1}{1 + \frac{x}{c'}}.$$ 

(2.3)

The response time for a query is inversely proportional to the amount of CPU resources given for processing queries. The relationship between the level of CPU resources $y_1$ (%) to reply to queries, the response time $t_0$ (seconds) for a query when the router is forwarding no data packets, and the response time $t$ (seconds) for a query when the router is forwarding data packets is given by

$$t = \frac{100 \times t_0}{y_1},$$

(2.4)

By substituting Equation (2.4) into Equation (2.3), the response time $t$ (seconds) for a query when the router is forwarding data packets is defined by

$$t = t_0 \left(1 + \frac{x}{c'}\right),$$

(2.5)

where $t_0$ (seconds) is the response time for a query when the router is forwarding no data packets, $x$ (pps) is the rate of packet reception, and $c'$ is a constant. The response time could be approximated to a linear function of the packet-reception rate by using Equation (2.5) so that it became easier to handle.
2.4.3 Experiments on the A Bank network

We investigated the performance of the router Ra, the most critical router of the network. The results for this router could be taken as representative of the overall performance of the network.

Measuring CPU utilization by data-packet processing

We measured the CPU utilization for the router Ra at the following times:

- The B Bank network at the end of the year 2001
- The A Bank network during the rehearsal for integration at the beginning of the year 2002
- We also evaluated the same model as that of the router Ra on the test network under loading by a traffic generator

We measured the 5-minute average levels of CPU utilization by getting the data contained in the Management Information Base (MIB) from the router every 10 minutes [77].

Measuring response times for queries

We carried out experiments with the network before full integration of the A Bank. At that time, the network had been integrated and the routers had exchanged routing information, but business data traffic was not communicated, as the bank itself was not yet integrated. We explain our experimental method with the aid of Figures 2.1 and 2.2.

Step 1: A traffic generator placed a traffic load on the routers Ra and Ra'. We measured the packets received by the routers by getting the MIB every 10 minutes. We set a traffic-capturing tool on the router Ra.

Step 2: We initiated changes in the network topology by shutting off the power supply of the ATM switch in relay station A.
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Step 3: Bringing this link down caused query and reply exchanges between the routers. The router Ra received queries for about 6,000 destination addresses from about 40 neighboring routers at the same time.

Step 4: The router Ra directly replied to queries because it had the requested routing information.

Step 5: We analyzed the EIGRP packets captured by the tool. We investigated the router Ra’s response time for queries by calculating the difference between the times at which the query and the corresponding reply passed the traffic-capturing tool.

To investigate the router Ra’s maximum response time for queries at various levels of traffic load, we repeated Steps 1 to 5 while varying the load of traffic on the routers Ra and Ra’.

2.4.4 Experimental results and drawing up the guidelines

Response times for queries

Figure 2.3 shows the experimental results. It shows the time the router Ra took to respond to a query, obtained in the way outlined in Section 2.4.3. We took the maximum time in each experiment as the response time. The response time of the router Ra was regarded as being equivalent to the time taken for the querying neighbor’s routing information to be updated, because the neighbor was not overloaded and the delay on the link between the two routers was negligible. When we applied Equation (2.5) to approximate a straight line, $t_0$ was 70 s, and $c$ was 21,500 (line (a), minimum estimate) or 7,200 (line (b), maximum estimate).

We then determined the guidelines. The numbers of queries sent to router Ra varied according to the point where the link went down. The response time for a query when there was no other traffic, $t_0$, thus changed. We had to consider the worst case, which we defined as plural faults happening at the same time. Multiple equipment items might break down at the same time, so we supposed that the experimental result for $t_0$ was 80%
Figure 2.3: The time router $Ra$ takes to respond to a query

of the maximum value. The maximum of $t_0$, i.e., $t_{\text{max}}$, was then 87 s. We got the line (c) in Figure 2.3 by substituting $t_{\text{max}}$ and the upper estimate for $c'$ in Equation (2.5).

The line (c) in Figure 2.3 indicates that the maximum time taken to respond to a query could be assumed to be 87 seconds ($t_{\text{max}}$) when the router was forwarding no data packets and the multiple faults occurred. This response time was delayed when the router received more data packets. We decided on the limit of 180 seconds as the time taken to update the routing information, which is the value for the SIA-error timer. We assumed a warning value of 144 s, that is, 80% of the limit. The line (c) in Figure 2.3 shows that the respective rates of packet reception at the router were 4,700 pps for the warning value and 7,700 pps for the limit.
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Figure 2.4: CPU utilization of the router Ra

Estimating sufficient levels of CPU resources for a reply

Figure 2.4 shows the experimental results for the router Ra, as obtained under the conditions outlined in Section 2.4.3. The levels of CPU utilization was relatively high, because we were unable to use Cisco Express Forwarding (CEF), which uses a route caching mechanism and makes the packet forwarding faster at the router \[78\]. The constant \(c\) in Equation (2.1) was 21,500 in the minimum approximation (a) and 12,000 in the maximum approximation (b). The value of \(c'\) as calculated from the response times (Figure 2.3) was from 21,500 to 7,200. The difference between \(c'\) and \(c\) at the upper limit was assumed to be because of the query processing overheads.

Figure 2.4 shows that CPU resources used for forwarding of data packets could increase to more than 40% when the router became busy forwarding critical traffic (7,700 pps and over), and CPU resources available for replying to queries would be somewhat less than about 50%, considering that an overhead for processing queries was about 10% or more.
If the plural faults occurred when the router was receiving this critical traffic, the router did not have sufficient CPU resources to process queries so that it could not reply to a query within the value of the SIA-error timer (180 seconds), as is shown in Figure 2.3. The use of CPU resources for forwarding data packets must be restrained until the completion of any process for updating routing information. We used line (b) of Figure 2.4 to determine the warning value for CPU utilization at the router $Ra$ as 30 % when the router is receiving 4,700 pps and the critical value as 40 % for 7,700 pps.

**Summary of the guidelines**

We summarized the experimental results and determined summarized guidelines for network reliability:

- Even when a router has a large load of traffic and multiple faults occur, it is able to reply to a query within the warning time for SIA errors (144 seconds) as long as the 5-minute average levels of CPU utilization is below 30 %, which corresponds to a packet-reception rate of 4,700 pps;

- The router is able to reply to a query within the limit for SIA errors (180 seconds) as long as the level of CPU utilization is below 40 %, which corresponds to a packet-reception rate of 7,700 pps.

These guidelines were designed to deal with the worst case faults scenario, which would be plural equipment breakdowns occurring at the same time. When an ordinary fault, such as the single fault observed in the experiments described in Section 2.4.3 occurred, the warning value for CPU utilization was 40 %, which corresponded to a packet-reception rate of 7,600 pps and critical value was 50 %, which corresponded a rate of 11,300 pps. These were calculated by using line (b) in Figure 2.3 and line (b) in Figure 2.4.

The guidelines were deduced from the router $Ra$’s behavior, i.e., the behavior of the most critical router of the network, so the guidelines were applicable to the network as a whole. If the guidelines were strictly considered, the critical level of CPU utilization would be different in individual routers because each router had different environment, such as the
number of neighboring routers. However, we could not carry out experiments and make the guidelines for the individual routers. Moreover, we considered that these simple guidelines were also suitable for the complex network operation. The values of CPU utilization in these guidelines used as indexes to investigate details of the network’s condition. In addition, if the level of CPU utilization for the router rose above these guideline values when a large load of data traffic occurred, the network system, as a matter of course, could keep handling the traffic unless a really large fault occurred.

2.5 Performance Verification after Full Integration

To verify the stability of the network after integration of the A Bank, we confirmed that the levels of CPU utilization for the routers $Ra$ and $Rb$ were below the guideline values. We investigated the levels of CPU utilization and the reception of packets via the physical interface by getting the MIB data from the routers. Figure 2.5 shows the change in the router $Ra$’s 5-minute average level of CPU utilization over January 17, 2002, and Figure 2.6 shows the equivalent figure for the router $Rb$. The thick solid lines show the levels of CPU utilization. The thin solid line shows the upper estimate, and the thin dotted line the lower estimate, as obtained by using Equation (2.1) and the rate of received packets.

Verifying the network’s stability: comparison with the threshold

We concluded that the router $Ra$ was stable because the peak level of CPU utilization was below the warning value (30 %). The peak level of CPU utilization for the router $Rb$ rose above the warning threshold (30 %) but remained below the limit (40 %). We were therefore continuing to watch this router to determine whether this was a passing phase or a continuing phenomenon. If the peak frequently continued to exceed the warning level, we would need to take the measures listed below:

- persuade the team that is operating the applications to decrease the volume of the traffic or disperse it, and
Figure 2.5: The router Ra’s levels of CPU utilization after integration (Jan. 17, 2002)

- exchange the CPU module or configuration of the router to improve the router’s performance.

Discussion of conditions: a comparison of actual results with estimates calculated by using packet-reception rates

A level of CPU utilization that corresponds to the estimate produced by Equation (2.1) means that no CPU resources were used other than for forwarding packets. For the router Ra, the actual and estimated levels of CPU utilization corresponded except at levels below 10%. For the router Rb, however, the peak value went beyond the upper estimate and the values were close to the upper estimate across most of the range. The routers Ra and Rb were of the same type and were set up with the same software configuration. When the router Rb was receiving the same number of packets as the router Ra, it should have shown the same level of CPU utilization as the router Ra. For given rates of packet reception,
however, the router $R_b$ actually showed higher levels of CPU utilization than did the router $R_a$. We investigated the difference between the two routers. Our conclusion was that the difference arose because of differences in the proportion of packets forwarded by process switching relative to packets switched by using a route cache.

Figure 2.7 is the result of performance analysis for the router $R_b$. The lower solid line shows the change in difference of CPU utilization between measured and median-estimated values. The upper dotted line shows the change in reception rate of the data packets that could not be switched by means of route caching. The highest rate for the sending of packets by process switching (about 180 pps) was at the peak seen at 9:00 AM in Figure 2.6. The difference between the estimated and measured values was proportional to the number of packets forwarded by process switching. The ratio of packets going from branch to branch was high at the router $R_b$, while almost all the packets being processed by the router $R_a$ were those going from a center to a branch. For a given number of packets, more pairs of
source and destination addresses were switched by the router $R_b$ than by the router $R_a$. We concluded that the router $R_b$ had become incapable of using route caching to switch some of the packets and that this had raised its level of CPU utilization. We, thus, confirmed that no CPU processes other than IP forwarding was being executed, and that the router $R_b$ was operating normally.

### 2.6 Conclusion

In order to verify the reliability and to improve the quality of the A Bank network, which was fully integrated in January 15, 2002, we investigated the scalability of this large enterprise network. We estimated the network’s performance in updating routing information based on our experience of faults that were observed during the process of network integration.

Our approach to estimating network performance was to concentrate on the scalability
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of convergence. We thus drew up a formula to represent the effect of the levels of packet traffic on the level of CPU utilization, and hence on delays in the updating of routing information. The approach consisted of two steps. One was the evaluation of the CPU resources by forwarding data packets at a router. The other was estimation of the levels of available CPU resources needed to reply to queries regarding new routes.

We experimented on the actual network and applied the steps above to estimate the performance of the integrated network. We determined two guidelines for the worst case scenario from the experimental results:

- When the 5-minute average level of CPU utilization at a router is below 30%, the routing information is updated within the warning time for SIA errors (144 seconds);
- When the 5-minute average level of CPU utilization at a router is below 40%, the routing information is updated within the time limit for SIA errors (180 seconds).

After completing the process of integration, we confirmed that these guidelines were being maintained within the A Bank network. We thus ensured the stability of the network. An important aspect of this chapter’s focus is the technical know-how of system engineers, so we will systematize and make available the know-how we have acquired [79].
Chapter 3

Performance of a Thin-Client System in a WAN Environment

3.1 Introduction

A thin-client system is a server-centric computing system in which a client terminal transmits user inputs (keystrokes, mouse clicks, etc.) to a remote server, and the server returns the corresponding screen updates to the desktop application interface on the terminal (Figure 3.1). This system enables an enterprise’s IT department to manage its client computing resources in an integrated fashion and to promote flexibility in the workplace without leaking corporate information from client terminals [80].

The thin-client system is generally implemented by using a remote desktop protocol such as X11 [81], Virtual Network Computing (VNC\textsuperscript{1}) [82], or Microsoft\textsuperscript{2} Remote Desktop Protocol (RDP) [83]. From a transport-layer perspective, each remote desktop protocol is based on a persistent Transmission Control Protocol (TCP) connection. The system performance is thus affected by the TCP configuration. For example, the use of TCP buffering mechanisms—the Nagle algorithm [84] and delayed acknowledgment [85]—could lead to delayed delivery of small packets in an interactive application [86, 87]. Disabling

\begin{footnotesize}
\begin{enumerate}
\item VNC is a registered trademark of RealVNC Ltd.
\item Microsoft is a registered trademark of Microsoft Corporation.
\end{enumerate}
\end{footnotesize}
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Figure 3.1: Overview of thin-client system

these buffering mechanisms is therefore appropriate for an application like X11 [88]. Furthermore, TCP’s slow-start restart [89], i.e., reinitialization of the TCP congestion window (cwnd) after idle periods, even when there are no dropped packets, loses the benefit of a persistent connection and reduces the transmission rate [90, 91]. Moreover, unfairness occurs between a TCP connection transmitting a large amount of data (long-lived connection) and one transmitting a small amount of data (short-lived connection) because of the difference in the window sizes of the connections [48]. To achieve fairness among such connections, prioritization mechanisms based on Differentiated Services (DiffServ) and Random Early Detection (RED) have been developed [49, 50].

The performance of a thin-client system from the user’s point of view under various
network conditions has been measured for typical desktop applications like a word processor or presentation creator [92, 93]. Furthermore, network latency has been identified as a key factor determining the performance, especially in a wide area network (WAN) environment [94, 95]. According to [5], network delay is the predominant delay for an interactive application like Secure Shell (SSH), and this type of application is sensitive to response time. We have identified that such delay requirements should be met for thin-client systems because users are very sensitive to delays and jitter in the response packets when they type on a thin-client terminal in a remote office. Although it has been shown that the system response time becomes worse in a WAN environment, the effects of TCP mechanisms have not been clarified.

We have therefore been investigating this subject. We previously described the characteristics of traffic [65] and then outlined an approach for improving the interactive user experience [66, 67]. The present chapter provides three contributions. First, on the basis of actual data traffic analysis, we model download traffic of thin-client systems by using a two-state model with interactive data flows in response to keystrokes and bulk data flows related to screen updates. Since users are more sensitive to the keystroke response time, our objective is to minimize the latency of interactive data flows without increasing that of bulk data flows. Second, through simulation experiments using real field data, we investigate the primary delays during transfers of interactive data flows over a WAN. We then demonstrate that the primary delays are queuing delay in the router and TCP buffering delay in the server, which is caused by interactions between interactive and bulk data flows. Third, we describe comprehensive approaches for performance improvement. We first evaluate the effectiveness of existing options: priority queuing of interactive data flows and use of the TCP Selective Acknowledgment (SACK) option. Although these techniques reduce the probability of short delays occurring, a packet of an interactive data flow is sometimes held in the server for more than a second. We then propose two TCP mechanisms to reduce lengthy delays without modifying the remote desktop protocol itself: modifying the retransmission timeout calculation and enhancing the SACK control.
The rest of this chapter is organized as follows. We introduce our traffic model in Section 3.2. Then we evaluate the end-to-end delays without modifications in Section 3.3, with the existing options in Section 3.4, and with the addition of our improved TCP mechanisms in Section 3.5. We also evaluate the effect of WAN propagation delay in Section 3.6. We conclude and discuss remaining issues in Section 4.5.

3.2 Modeling of Thin-Client Traffic

To improve the performance related to keystrokes, we begin by identifying the data flows corresponding to them and by defining a metric of the flow performance. In this section, we therefore introduce a traffic model for the thin-client data flows and configure the input data for performing the simulation experiments described in following sections. We also define the usability metric for evaluating the experimental results.

3.2.1 Two-State Modeling

This section is based on a one-month observation of our test system (Figure 3.1). The system was composed of about 200 thin-client/server pairs and their communication traffic aggregated at the core switch of the data center was monitored using a network protocol analyzer [96]. Each server, implemented by a blade PC, ran Microsoft® Windows® XP [97]. Each client had access to the corresponding server via Microsoft® RDP [98]. Most of the applications executed in the servers were typical desktop applications such as email clients, web browsers, and Microsoft® Office.

We constructed the model by targeting only response packets from the servers, not request packets to them, because the traffic due to request packets is much lower than the response packet traffic. Network congestion therefore arises when there are many response packets. Although the request packets may be delayed because of background traffic, this consideration is outside the scope of this chapter. Furthermore, to investigate the effect of network latency, we started with a model of response packets not affected by network latency.
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Observation of data traffic revealed that response packet transfers could be classified roughly into two types, as shown in Figure 3.2. Interactive data transfer is used mainly for character information delivery. An interactive data flow is defined here to carry a single response packet of character information in response to a keystroke (like SSH traffic). Meanwhile, bulk data transfer is used mainly for screen update information delivery. A bulk data flow is defined to be composed of a block of less than about 100 response packets representing screen updates (like HTTP (web) traffic). In our test system, we found that whatever desktop application programs the server was executing, data flows of response packets could be expressed as a mixture of these two types of data flows, although the frequency of each flow depended on the application program used. We therefore considered that the data flows could be modeled using a two-state system, as shown in Figure 3.3,

Figure 3.2: Two types of data transfer in thin-client system

latency, i.e., the delay of the TCP ACK response, but sent directly corresponding to the user’s usual keyboard/mouse input rate (as if users were using traditional fat clients). We therefore analyzed only packets traversing the intranet, where almost all connections had a round-trip time (RTT) in milliseconds and an end-to-end bandwidth of nearly 100 Mbps.
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Figure 3.3: Two-state model of data flows

where $\alpha$ is the state transition probability of changing from sending an interactive data flow to sending a bulk data flow and $\beta$ is that of the opposite change. In addition, $p_I$ is the probability of sending an interactive data flow and $p_B$ is that of sending a bulk data flow. Moreover, $t_{II}$, $t_{IB}$, $t_{BI}$, and $t_{BB}$ are respectively the intervals between sending an interactive data flow and the next flow, between sending an interactive data flow and a successive bulk data flow, between sending a bulk data flow and a successive interactive data flow, and between sending a bulk data flow and the next flow.

To identify the two types of data flows, we analyzed the interarrival time distributions for response packets as well as request packets, as shown in Figure 3.4. The maximum time interval between two adjacent packets was set to 60 s. Furthermore, TCP acknowledgment (ACK) packets were excluded. The response packet distribution has roughly two peaks. The peak centered around $10^{-1}$ seconds overlaps with that of the request packet distribution, which should be related to the average frequency of up-and-down keystrokes. Meanwhile, the peak at $10^{-4}$ seconds is related to the interarrival time of two consecutive packets in a block of response packets, i.e., a bulk data flow. We could therefore identify interactive and bulk data flows by setting a threshold for the interarrival time of response packets. If the interarrival time was longer than the threshold, the packet was judged to be an interactive data flow or the head of a bulk data flow. We set the threshold to $10^{-2.2}$ seconds (6.3
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Figure 3.4: Interarrival time distributions of request and response packets

milliseconds) on the basis of the correspondence between the request and response packet distributions. By using the threshold, we classified one-month observed response packets into the two data flow types; this revealed that the average state transition probabilities were $\alpha = 0.09$ and $\beta = 0.42$.

To perform simulation experiments, we extracted the top hundred 300-seconds-long series of response packets whose state transition probabilities ($\alpha$ and $\beta$) were closest to the overall average probabilities. The average features of the extracted data are shown in Tables 3.1 and 3.2. An overview of the traffic feature is that interactive data flows predominated in terms of the number of flows while bulk data flows predominated in terms of bytes. The parameters in the tables, $t_{II}$, $t_{IB}$, $t_{BI}$, $t_{BB}$, $p_I$, $p_B$, and $c_B$ (where $c_B$ is the average number of packets included in a bulk data flow), which were calculated from the extracted data, were used to calculate Equation (3.4) in Section 3.2.2.
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Table 3.1: Transition probability and interval of response traffic (average for 100-sample data, each 300 seconds long)

<table>
<thead>
<tr>
<th>current data flow</th>
<th>next data flow</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>interactive</td>
<td>interactive</td>
<td>0.91 (α)</td>
</tr>
<tr>
<td></td>
<td>bulk</td>
<td>0.09</td>
</tr>
</tbody>
</table>
|                  | 0.27 seconds (\(t_{II}\)) | 0.22 seconds (\(t_{IB}\))
| bulk              | interactive    | 0.42 (β) |
|                   | bulk           | 0.58 |
|                  | 0.24 seconds (\(t_{BI}\)) | 0.11 seconds (\(t_{BB}\))

* Average interval between two packets in a block was 0.36 milliseconds.

Table 3.2: Features of response traffic (average for 100-sample data, each 300 seconds long)

<table>
<thead>
<tr>
<th></th>
<th>interactive</th>
<th>bulk</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of flows</td>
<td>934.1 (82% (pI))</td>
<td>198.4 (18% (pB))</td>
</tr>
<tr>
<td>number of packets</td>
<td>934.1 (39% (1.0/flow))</td>
<td>1,467.0 (61% (7.4/flow))</td>
</tr>
<tr>
<td>bytes</td>
<td>128,189 (8.5%) (137.2/flow)</td>
<td>1,373,366 (91.5%) (6922.2/flow)</td>
</tr>
<tr>
<td></td>
<td>(⟨137.2/packet⟩)</td>
<td>(⟨936.2/packet⟩)</td>
</tr>
</tbody>
</table>

3.2.2 Usability Metric

According to [95], thin-client users notice the response time when it exceeds 150 milliseconds, which corresponds to the human response time [5]; furthermore, they become frustrated and less productive when it exceeds 1 s. We therefore set two thresholds for packet delay in an interactive data flow:

Unnoticeable: \( < (150 - t_0) \) milliseconds \hspace{1cm} (3.1)

Productivity degrading: \( > (1000 - t_0) \) milliseconds, \hspace{1cm} (3.2)

where \( t_0 \) is the time for transferring a request packet from a client to a server. With these thresholds, two usability metrics for evaluating the performance of interactive data flows are defined as the ratio of the number of packets whose delays are longer than each threshold to the total number of packets in all the interactive data flows tested; these ratios are called \( r_{I_{150}} \) for Threshold (3.1) and \( r_{I_{1000}} \) for Threshold (3.2).
Furthermore, by using the two-state model, we can convert each metric to the average cycle of time during which the response time threshold is exceeded in order to understand the evaluation results intuitively. After a long enough period has elapsed, \( p_I = \beta/(\alpha + \beta) \) and \( p_B = \alpha/(\alpha + \beta) \), respectively. The relationship between the number of interactive data flows, \( f_I \), which includes \( n_I \) packets, and the number of bulk data flows, \( f_B \), which includes \( n_B \) packets, becomes \( f_I : f_B \simeq p_I : p_B, f_I = n_I, \) and \( f_B = n_B/c_B \). The average cycle of time \( T \) for completely sending \( f_I \) interactive data flows and \( f_B \) bulk data flows in the steady state is

\[
T = (1 - \alpha)f_I t_{II} + \alpha f_I t_{IB} + \beta f_B t_{BI} + (1 - \beta)f_B t_{BB}.
\] (3.3)

Consequently, the average cycle of time exceeding the threshold, \( T_{I_{150}} \) or \( T_{I_{1000}} \), can be expressed as a function of the \( r_{I_{150}} \) or \( r_{I_{1000}} \), respectively, as follows.

\[
T_{I_k} = \frac{(1 - \alpha)f_I t_{II}}{r_{I_k}} + \frac{\alpha f_I t_{IB}}{r_{I_k}} + \frac{\beta p_B t_{BI}}{c_B p_I r_{I_k}} + \frac{(1 - \beta)p_B t_{BB}}{c_B p_I r_{I_k}} \quad (I_k = I_{150} \text{ or } I_{1000}) \] (3.4)

### 3.3 End-to-End Delay Analysis

Using the traffic model in Section 3.2, we evaluated the delay of the current system through simulation experiments using ns-2 (release 2.33) [99].

#### 3.3.1 Network and System Model in Experiments

Our target system has a typical architecture for a Japan-wide intra-firm system (Figure 3.1). It is reasonable to assume that network traffic over the wide-area intranet comprises only traffic between the servers and thin clients since the communication area for the traffic to and from other servers, such as web/mail servers, is mostly limited to the data center and other logical links. Given these considerations, we chose to use the simulation model shown in Figure 3.5. This model consists of 100 pairs of a server (sender) and a thin client (receiver) plus two routers and links between them. The networks in the data center and in the remote
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Figure 3.5: Network and system model in simulation experiments

The office had a link bandwidth of 100 Mbps and a propagation delay of 1 milliseconds. The bandwidth of the link between the two routers, i.e., the bottleneck link corresponding to the wide-area intranet such as one between Tokyo and Osaka, was set at 10 Mbps, and its propagation delay was 20 milliseconds. An ns-2 FullTCP agent running on each server simultaneously transmitted a 300-seconds-long series of response packets extracted in Section 3.2.1 to a corresponding agent running on each client over a TCP Reno connection. A tail-drop (FIFO) discipline was used at the router’s buffer. The buffer size was set to two different values: the bandwidth-delay product, i.e., 25 Kbytes, or a sufficiently large value of 2500 Kbytes. We repeated the 300-s simulation seven times with the transmission start time of each sender agent shifted at 0.25-milliseconds intervals because we expected the simulation result to change depending on the degree of synchronization between packets from different senders in the router buffer.

Note that the FullTCP agent was used because it counts a sequence in bytes rather than...
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in packets. For convenience in our experiments, the agent on the server labeled packets as “interactive” or “bulk” on the basis of the sending interval. We shall abbreviate the buffer size as “bs” in the figures. We shall also call the router connected to the bottleneck link the “bottleneck router” or simply the “router” here. In addition, to make the model simple, we set the TCP settings so as to turn off the Nagle algorithm, delayed acknowledgments, and slow-start restart. Furthermore, additional experiments with several WAN propagation delays other than 20 milliseconds were executed, as mentioned in Section 3.6.

3.3.2 Factors of End-to-End Delay

Let us enumerate the factors contributing to the end-to-end delay of a response packet. The end-to-end delay is defined here as the one-way trip time from when an application program on the server sends a response packet to when the application program on a client receives it. This delay consists of delays related to the server, router, client, retransmission, and propagation in each link. The delay in the server is considered to be the sum of the packet buffering and transmission delays in the server because the processing delay is relatively small in our model. The packet buffering in the server is due to small TCP congestion window. The delay in the router is similarly defined as the sum of the packet buffering (queuing) and transmission delays in the router. The delay in the client is buffering delay, which is the time during which the packet is buffered in the TCP layer before being sent to the application layer. We also analyzed the delay for packet retransmission initiated by TCP, which is the time from when a packet is dropped at the router to when a copy of the packet reaches the router. The delay in the client is called “head-of-line blocking” and does not occur unless the packet receiving order is switched owing to subsequent packets leaving earlier the router. This can be simply regarded as the movement of the delay source from the router to the client and does not increase the end-to-end delay. Therefore, we did not try to reduce it in this study.
3.3.3 Delay Distribution without Modifications

One set of the typical simulation results is shown in Figure 3.6. It is plotted in the form of complementary cumulative distribution functions, i.e., ratio of the count of packets whose delays are larger than the value indicated on the horizontal axis to the total packet count. Graphs (a) and (b) show the distributions for the end-to-end delay, the delay in the server, the delay in the (bottleneck) router, the delay in the client, and the retransmission delay for a buffer size of 2500 Kbytes (large buffer case). Graphs (c) and (d) are for a buffer size of 25 Kbytes (small buffer case). Furthermore, graphs (a) and (c) are for interactive data flows, while graphs (b) and (d) are for bulk data flows. In graphs (a) and (c), Thresholds (3.1) and (3.2) for interactive data flows, i.e., 130 and 980 milliseconds (which have had the time for transferring a request packet across WAN subtracted from them), are specified. Moreover, two ratios \( r_{I_{150}} \) (the ratio of end-to-end delays exceeding 130 milliseconds) and \( r_{I_{1000}} \) (the ratio of ones exceeding 980 milliseconds) are presented below in the form of average values for seven experiments.

**Large Buffer Case.** The changes in queue length at the router indicate that bursty traffic continuing for several hundred milliseconds (up to about 1 seconds) occurred periodically. This change rate was rapid for packets sent at average intervals of about 300 milliseconds (see Table 3.1). The maximum queue length during the 300-seconds simulation period was about 400 Kbytes; this means that the maximum queuing delay was around 300 milliseconds. The average utilization of the bottleneck link over the entire simulation period was 54%, while that for interactive data flows was 3.5%.

For interactive data flows, \( r_{I_{150}} \) was \( 3.6 \times 10^{-2} \) and \( r_{I_{1000}} \) was \( 1.7 \times 10^{-3} \). As shown in Figure 3.6(a), at the threshold of 130 milliseconds, the end-to-end delay was mainly the delay in the router. Meanwhile, around 980 milliseconds, the delay in the server was predominant. As shown in Figure 3.6(b), the delay in the server was larger for bulk data flows than for interactive data flows. The main component of the end-to-end delays exceeding 100 milliseconds was the delay in the server. This delay was caused by the input of large blocks of packets into the TCP buffer; this made the buffering delay so large that...
the following bulk data flows as well as interactive data flows experienced possible delays. This type of delay seems reasonable because users sometimes experience non-smooth text display on thin-client terminals in a high-network-latency environment when they simultaneously start application programs for showing moving pictures and cause the screens to be updated frequently. Moreover, the delay in the server was even longer because TCP retransmission timeouts occurred without packet being dropped. Details are given in the next section.

Small Buffer Case. For interactive data flows, $r_{150}$ was $1.2 \times 10^{-2}$ and $r_{1000}$ was $9.0 \times 10^{-4}$. Because a smaller buffer in the router caused less delay but more drops, the buffering delay
3.4 Existing Options and Problems

In this section, we present appropriate options developed from the existing techniques and evaluate them in the same manner as in the previous section.

3.4.1 Existing Techniques

Prioritizing Interactive Data Flows

The delay in the router described in large buffer case in Section 3.3.3 can be reduced by implementing priority queuing in the router. This means using two buffers that share the available buffer size: a higher-priority buffer for processing interactive data flows and a lower-priority buffer for processing bulk data flows. Packets in the higher-priority buffer are always processed ahead of packets in the lower-priority buffer. Accordingly, packets of interactive data flows are forwarded with a minimal delay at the router. The holding time of packets in bulk data flows in the lower-priority buffer increases by only a few milliseconds because of the small volume of interactive data flows. Moreover, when the router does not have a large buffer, an interactive data flow can be sent without any possibility of its packets being dropped.
TCP SACK Option

As explained in the small buffer case in Section 3.3.3, if the router does not have a large buffer, multiple packets of a large bulk data flow may be dropped at the router, which in turn causes a delay in the server. This delay can be reduced by applying the TCP SACK option to the server so that it can recover dropped packets quickly and keep cwnd large [100].

3.4.2 Evaluation Results

Large Buffer Case. For interactive data flows, $r_{I_{120}}$ decreased to $6.1 \times 10^{-3}$ because the buffering delay in the router was reduced by priority processing. In contrast, $r_{I_{1000}}$ was $5.5 \times 10^{-4}$, where the average value was slightly improved but some values became much worse. This sort of delay was mainly buffering delay in the server, as shown in Figure 3.7(a), and it was further increased by retransmission timeouts in spite of no packets being dropped. Figure 3.8 shows a server’s behavior when it invoked such a retransmission timeout. The upper graph shows changes in the sequence number of packets sent by the server and changes in the server’s cwnd. The lower graph shows changes in the parameters used for calculating the retransmission timeout value $RTO$, i.e., rtt, srtt, rttvar (see Equations (3.5)–(3.7) in Section 3.5.1), and the changes in the router’s queue length. This sort of timeout occurred (A in Figure 3.8), because srtt and rttvar, and hence $RTO$, did not quickly become sufficiently large when large bulk data flows entered the router’s buffer and the router’s queue length increased (B in Figure 3.8). Moreover, the RTT changed abruptly as a result of interactive data flow prioritization when bulk data flows were switched to interactive ones (C in Figure 3.8). These timeouts were concentrated on several servers sending bulk data flows at that time because the bulk data flows were always placed at the end of the router’s queue. Such timeouts sometimes affected a server more than five times within a few seconds.
Small Buffer Case. For interactive data flows, $r_{I_{150}}$ decreased to $6.4 \times 10^{-3}$ because the delay in the servers was reduced by using the TCP SACK option. In contrast, $r_{I_{1000}}$ increased to $2.2 \times 10^{-3}$ as a result of the significant delays for buffering the preceding bulk data flows at the server, as shown in Figure 3.7(c). These buffering delays occurred because the servers sending large bulk data flows experienced bursty drops (hundreds of drops in some cases) at the router. These packet drops were concentrated at a few servers sending bulk data flows at that time.

The server using the TCP SACK option quickly retransmitted such dropped packets. When retransmitted packets were also dropped, the retransmission timeout triggered their...
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Figure 3.8: Retransmission timeout occurred without packet drops: changes in the sequence number of packets sent by a server and in the server’s cwnd (upper) and changes in the server’s RTO parameters and in router queue length (lower).

retransmissions because the TCP fast retransmission mechanism is not applied to lost retransmissions. Figure 3.9 illustrates two problems causing several-second delays after the retransmission timeout. The left graph shows changes in the sequence number of packets sent and received by the server and changes in the server’s cwnd from 92.5 to 95.0 seconds, which indicates the retransmission timeout. The right graph shows those from 90 to 125 seconds; this is an overview of the several-second delays in the server. In the graphs, the packets are plotted once every ten packets for clarity. These problems were due to the TCP SACK implementation (ns-2’s FullTCP is similar to 4.x BSD TCP [99]). The first problem occurred when the server received three duplicate ACKs and entered fast recovery mode (C in Figure 3.9). The server did not increase cwnd when it received an ACK whose value
Figure 3.9: Server buffering delays of several seconds caused by bursty packet drops: magnified view of changes in the sequence number of packets sent and received by a server and changes in the server’s cwnd (left) and their overall view (right) (Packets sent and received are plotted every 10 packets)

was lower than recover in fast recovery mode (D in Figure 3.9), where recover was the highest sequence number transmitted by the server when the first timeout occurred (A in Figure 3.9). The second problem happened after that. When the server received an ACK whose value was lower than recover, it determined which packet to retransmit by comparing $h_{seqno}$ with the SACK blocks reported by the paired client, where $h_{seqno}$ is the highest sequence number indicating a hole that has not yet been filled by the fast retransmissions when the first timeout occurred. The server sent the packet pointed to by the ACK when the $h_{seqno}$ was higher than all SACK blocks (B in Figure 3.9). Furthermore, the server would have sent the packet corresponding to the $h_{seqno}$ when the $h_{seqno}$ was lower than
a hole reported by the SACK blocks, but it could not do so because \( cwnd \) was not large enough to accommodate \( h_{seq} \) at that time. As a result, the server waited for extra timeouts (\( E \) in Figure 3.9).

### 3.5 Proposed Mechanisms and Evaluation

The problems described in the previous section are due to the traffic balance between interactive and bulk data flows shown in Tables 3.1 and 3.2. We thus developed several mechanisms and evaluated them in the same way.

#### 3.5.1 Mechanisms for Reducing Delay in Server

**Modifying the Retransmission Timeout Value Calculation**

The buffering delay in the server described in the large buffer case in Section 3.4.2 can be decreased by keeping the server’s \( cwnd \) large enough. This can be done by preventing the retransmission timer from expiring. The timer expires when \( RTO \) does not follow a rapid increase in the delay of the router’s buffer owing to bulk data flows. Here, \( RTO \) is calculated on the basis of the measured RTT for the given connection as follows [101].

\[
\begin{align*}
\text{srtt} & \leftarrow (1 - g) \text{srtt} + g \cdot \text{rtt} \\
\text{rttvar} & \leftarrow (1 - h) \text{rttvar} + h |\text{rtt} - \text{srtt}| \\
\text{RTO} & \leftarrow \text{srtt} + 4 \cdot \text{rttvar},
\end{align*}
\]

where \( rtt \) is the latest measured RTT, \( srtt \) is the current smoothed RTT estimator, and \( rttvar \) is the smoothed mean deviation estimator. The gains \( g \) and \( h \) are usually set to 1/8 and 1/4, respectively. In the proposed mechanism, \( srtt \) is updated by using \( g \):

\[
g = \begin{cases} 
7/8 & (rtt \geq srtt) \\
1/8 & (rtt < srtt).
\end{cases}
\]

\[ (3.8) \]
As a result, $RTO$ reflects the latest RTT, and it keeps pace with any rapid increase in the router queue when large bulk data flows are input. Moreover, $RTO$ does not become too small when data flows switch from bulk to interactive under the interactive data flow prioritization setting.

Furthermore, the server initializes $RTO$ after the idle period in order to match the change in queue length after a long interval between two data flows. We use the time when the server invokes TCP’s slow-start restart to determine the idle period. At that time, the server initializes $srtt$ and $rttvar$, but not $cwnd$.

Temporarily Turning Off TCP SACK Control

Significant buffering delays in the server described in small buffer case in Section 3.4.2 can be avoided by having the server recover from bursty drops as quickly as possible. This can be achieved by steadily increasing $cwnd$ and not invoking any extra timeouts. Some studies have developed SACK mechanisms to detect and recover a lost retransmission [102, 103]. However, they are not appropriate for recovering bursty packet drops in the present case because they consider random multiple drops. We therefore temporarily turn off the TCP SACK control after a timeout occurs and do not turn it back on until the dropped packets have been recovered, as follows.

- To enable the server to increment $cwnd$ when it receives an ACK whose value is lower than $recover$ after the timeout, the server is configured to not enter fast recovery mode if it receives three duplicate ACKs after the timeout.

- To prevent the server from becoming incapable of sending a packet after the timeout, the server is configured to send the packet pointed to by an ACK, rather than selecting one by comparing the $h_{seqno}$ and the SACK blocks, if the ACK value is lower than $recover$ after the timeout.

Since these modified processes are similar to those of TCP Reno, traffic burstiness during the modified period is considered to be equivalent to that of TCP Reno. Furthermore, an
increase in burstiness is related to bulk data flows. The bulk data flows are given lower priority and thus do not affect the simultaneous interactive data flows at the router buffer.

3.5.2 Evaluation of Proposed Mechanisms

The underlying cause of the server delay described in Section 3.4.2 is that interactive and bulk data flows coexist in a TCP connection. We therefore additionally propose separating the TCP connection and evaluate the proposed mechanisms for two cases. Case 1: a single TCP connection is shared between interactive and bulk data flows; this is the current specification. Case 2: the TCP connection for interactive data flows is separated from that for bulk; this means the application protocols need to be modified. Note that Case 2 is impractical when the thin-client system is based on a proprietary application protocol (as in the case of this chapter), whereas Case 1 with the proposed mechanisms can be applied by using a transport-layer proxy mechanism [104]. The results for Case 2 are therefore used for clarifying the limitations of Case 1.

Case 1: Shared TCP Connection

Large Buffer Case. For interactive data flows, \( r_{I_{150}} \) was \( 5.0 \times 10^{-3} \), which means that this ratio was slightly improved by applying only priority queuing. Moreover, \( r_{I_{1000}} \) decreased to \( 2.1 \times 10^{-4} \), where the negative effect of the existing option disappeared. Figure 3.11 depicts an example of avoiding TCP timeouts without packet drops, which was obtained under the same experimental conditions as in Figure 3.8. As shown in the lower graph, \( srtt \) quickly coped with its rapid increase for bulk data flows in the router buffer (A in Figure 3.11). Subsequently, it decreased slowly even though \( rtt \) suddenly dropped owing to the switch to interactive data flows (B in Figure 3.11). These mechanisms prevented the server’s retransmission timer from expiring and stopped its \( cwnd \) from shrinking. They thus reduced the number of timeouts experienced by all servers. The average number of timeouts over the 300-s simulation period was 3.1 per connection when we used priority queuing for the interactive data flows and the TCP SACK option, and this value decreased to 1.9 per
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connection when the proposed mechanisms were used as well. As a result, the ratio of end-to-end delays exceeding 980 milliseconds for bulk data flows in the servers fell to the level before the priority queuing was configured in the router, as shown in Figure 3.10(b), which decreased $r_{I_{1000}}$ as shown in Figure 3.10(a).

Figure 3.10: Delay distributions with prioritized interactive data flows, TCP SACK option, and proposed mechanisms for shared TCP connections
Chapter 3. Performance of a Thin-Client System in a WAN Environment

Figure 3.11: Avoidance of retransmission timeout shown in Figure 3.8: changes in sequence number of packets sent by a server and in the server’s cwnd (upper) and changes in the server’s RTO parameters and in router’s queue length (lower)
Small Buffer Case. For interactive data flows, $r_{I_{150}}$ slightly decreased to $4.6 \times 10^{-3}$ from the value for the case where only the TCP SACK option was applied. Furthermore, $r_{I_{1000}}$ greatly decreased to $4.0 \times 10^{-4}$. The left graph of Figure 3.12 shows a faster recovery from bursty packet drops, under the same setting as in Figure 3.9. The recovery speed, i.e., burstiness, with this sequence was nearly as high as when using TCP Reno in the server, as shown in the right graph of Figure 3.12. As a result, the several-second delays in the servers for transmitting bulk data flows were eliminated, as shown in Figure 3.10(d). This reduced the over-980-ms delays in the server and thus the end-to-end delays for interactive data flows, as shown in Figure 3.10(c).
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(a) bs: 2500 KB, interactive

(b) bs: 2500 KB, bulk

(c) bs: 25 KB, interactive

(d) bs: 25 KB, bulk

Figure 3.13: Delay distributions with prioritized interactive data flows, TCP SACK option, and proposed mechanism for separate TCP connections

Case 2: Separate TCP Connections

We assumed that the client application did not have to maintain the packet order between the interactive and bulk data flows sent by the server application. In both buffer cases, the end-to-end delays for interactive data flows were almost completely due to propagation delay; these delays were much lower than 130 milliseconds, as shown in Figure 3.13. Since interactive data flows were transferred using a dedicated TCP connection, the delay for interactive data flows was independent of that for bulk data flows.
3.6 Effect of WAN Propagation Delay

Finally, we evaluate the effect of WAN propagation delay on the results for a single TCP connection shared by interactive and bulk data flows without modifications (Section 3.3.3) with the existing techniques (Section 3.4.2) and with the proposed mechanisms (Section 3.5.2). Here, we clarify the improvements among these three approaches. For each case, we performed additional experiments with several WAN propagation delays ranging from 7 to 70 milliseconds. The evaluation results were converted into the average intervals between delays exceeding either Threshold (3.1) or (3.2), i.e., $T_{I_{150}}$ and $T_{I_{1000}}$ by using Equation (3.4). This means that the longer the interval becomes the less often users notice the delay and get frustrated. Note that the probability of delays exceeding the threshold, and hence the intervals as well, is shared by all users in the system, rather than entirely affecting each user.

Figure 3.14 shows changes in the intervals for interactive data flows, where each marker specifies the mean and each error-bar specifies the maximum and minimum values for seven experimental runs for each setting. When the WAN propagation delay increased, its effect was not so obvious in the large buffer case; meanwhile, the intervals became shorter along with the delay in the small buffer case. In the large and small buffer cases, average $T_{I_{150}}$ values with the proposed mechanism were 55 and 67 seconds; these were 6.5 and 2.8 times longer, respectively, than those for without modification. Moreover, they both slightly increased the improvement obtained by applying only the existing techniques. Furthermore, average $T_{I_{1000}}$ values with the proposed mechanism were $1.7 \times 10^3$ and $1.0 \times 10^3$ seconds; these were 3.6 and 3.9 times longer, respectively, than those for with only the existing techniques. In addition, the variation in $T_{I_{1000}}$ without modification in the large buffer case and that with the existing techniques at less than 20 milliseconds in the small buffer case were both considerably large if large bulk data flows from some servers reached the router in a highly synchronized manner for a few milliseconds. Meanwhile, with the proposed mechanisms, the variation was relatively small. These results show that the proposed mechanisms negate the shortcomings of the existing approaches and improve upon them. In addition, for bulk
data flows, the intervals obtained with the proposed mechanisms were equivalent to other results.

Note that these improved \( T_{I_{150}} \) and \( T_{I_{1000}} \) values could be equivalent to (or at least, not much smaller than) the similar delay cycles in the case of common fat-clients, although that depends on the fat-client’s specification such as memory size and CPU speed.

### 3.7 Conclusion

The thin-client system has a particular traffic pattern involving a mixture of interactive and bulk data flows. This study aimed to improve the performance of interactive data
flows while not influencing bulk data flows. We found that the average end-to-end delay of the interactive data flows could be reduced by applying priority queuing and utilizing the TCP SACK option. The occurrences of lengthy delays exceeding about 1000 milliseconds resulting from the buffering delay in the server could be further reduced by modifying the retransmission timeout calculation and temporarily halting the TCP SACK control. Nevertheless, to completely eliminate the effect of bulk data flows on interactive data flows, it is necessary to establish separate TCP connections for these two types of data flows. The remote desktop protocol can change its setting and reduce the traffic volume of bulk data flows to cope with a low-bandwidth environment. Researchers have previously attempted to improve performance by caching screen updates [105, 106]. However, these measures do not reduce the bulk data flow volume to the level of the interactive data flow volume. Thus, delays caused by interactions between interactive and bulk data flows will still occur as long as the two flow types share a TCP connection. In the future, we would like to investigate network architectures for cloud computing using thin-client technology.
Chapter 4

Power Consumption of a WAN with the Aid of Distributed Computing

4.1 Introduction

With the development of software as a service (SaaS) and cloud computing, computing resources, i.e., servers and storage systems, are increasingly being concentrated in a few huge data centers [9]. Moreover, an enormous amount of data will be created as a result of promoting the information society such as data related to digital video, surveillance cameras, and sensor-based applications [107, 51]. These changes will lead to a massive amount of data traversing a wide area network (WAN), which will increase the power consumed in the WAN. A distributed computing network (DCN) such as a content delivery network, which deploys a caching mechanism and related processing functions at network nodes [108], is one of the major approaches to complement the concentrated processing in a data center [109]. It not only improves the response time to clients but also reduces the traffic from/to a data center (e.g., in cases of peer-to-peer (P2P) systems [110, 111, 112, 113, 114]), resulting in that the power consumed in the WAN decreases. This chapter
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focuses on such an aspect of energy-saving through the use of the DCN [69].

When we investigate power efficiency in the WAN, it is important to consider traffic locality resulting from where traffic is supplied and demanded. For example, data collected from a local area for surveillance in a smart city [115] could be used mainly in that area and its surrounds. In such a case, to avoid the round-trip route to a distant data center, localizing the traffic in the area with the aid of a DCN is effective. Our goal is therefore to explore and describe the power efficiency profile of such a DCN, especially considering traffic locality.

In recent years, power efficiency in telecommunications networks has been one of the major research issues in this field [53, 54, 55]. A typical WAN uses Internet protocol (IP) over a wavelength division multiplexing (WDM) optical network. IP routers (often called routers here) are the dominant power consumer in the networks; they consume 90% of the total power in such a network [60, 56]. There are several approaches for developing the network power consumption models and energy-saving techniques; this approaches are classified by their focus on the router whose power is mainly consumed by its chassis, switching fabric, line cards, and ports. The first approach treats a router as one power element. The number of active routers in the network is minimized by turning the router off or putting it to sleep, so that the total power is optimized while satisfying the traffic requirements [57, 58]. The second approach is based on router power consumption being the sum of its individual elements such as chassis and line card. Minimum number of elements are actually powered on to guarantee the traffic requirements [116]. The third approach focuses on the router’s ports. Alternative routing for bypassing the active ports eliminates the power consumed by the ports themselves [59, 60, 61] or by their connecting links [117, 118]. The last approach assumes that the router exhibits energy proportionality [119, 120]. Such characteristics are that a router’s power consumption is expressed as a linear function of the router’s traffic load (i.e., energy per bit) [121], as a step-increasing function of the traffic load [122], and as the sum of the power consumption in active and idle modes [123].

Furthermore, with energy-proportional behavior assumed, the energy efficiency of distributed content delivery architectures have been evaluated in the case of intermediate
routers capable of storing popular contents for retrieval throughout the network [124, 125], in the case of distributed servers within an Internet service provider (ISP) compared with those located at a data center [126], and in the case of ISP-controlled home gateways distributing contents in a P2P fashion [127]. These studies aimed to achieve efficient content distribution, so they took into account the popularity of the content, i.e., which content is more likely to be downloaded. However, the content locality, i.e., where the content is created, stored, and downloaded was beyond their scope.

In this chapter, we also assume that the router has energy proportionality; furthermore, we focus on evaluating the effect of traffic locality on the DCN’s power efficiency as compared with the conventional computing scheme of processing only in the data center. For this purpose, we first formulate the problem of optimizing the DCN power consumption; this network can include a distributed server function providing data compression and caching to reduce the transit traffic through the WAN to a data center. Second, in order to evaluate the DCN power consumption, we describe the details of the network: topology, traffic supply and demand matrix, metric of data center location, and router power consumption model. The traffic matrix is introduced to quantify the traffic locality, i.e., the amount of traffic related to the geographical closeness between the demand and supply areas. Third, by applying a heuristic method, we examine how much the system power consumption is affected by traffic locality and the ratio of download traffic to upload traffic, as well as the data center location, and the router power consumption profile. Note that the system power consumption is assumed to depend on the traffic amount, so we will decrease the system power by reducing the traffic amount rather than by rerouting and grooming the traffic to increase the number of sleeping elements.

The rest of this chapter is organized as follows. In Section 4.2, we illustrate an application scenario and introduce a formulation of the power consumption problem. In Section 4.3, we describe the network model. Then, in Section 4.4, we evaluate the effect of traffic locality on the system power consumption. Finally, in Section 4.5, we give conclusions and discuss remaining issues.
4.2 Application and Power Consumption Models

We first give an application scenario suitable for the DCN to supplement the concentrated processing in a data center. We then construct a model of the system power consumption according to the scenario.

4.2.1 Application Scenario

A schematic diagram representing an application scenario is shown in Figure 4.1. One of the typical applications is a surveillance application system that continuously collects data from widespread sensors such as measuring devices and still & video cameras. The application system comprises a distributed infrastructure including the sensors for collecting data, clients for using data processed on servers, network nodes (called nodes here), a server (with bundled storage) in a data center, and links between them. Each network node is an IP router capable of binding a server function, which we call a node-attached virtual server (NAVS). The NAVS can be implemented by using a general server device or a service module card added to the router (e.g., [128]). The NAVS might have the same processing functions as a server in the data center; moreover, it provides application-level service in order to reduce the volume of traffic traversing the WAN, as follows.

When a sensor collects raw data and uploads it to the data center, the sensor sends the data to the nearest NAVS. The NAVS then compresses the received upload data by filtering, re-segmenting, or encoding it and transfers it to the data center server. Furthermore, the NAVS caches the received data in a local storage device, after processing it if necessary, in preparation for the future requests from clients. When a client downloads the data from the data center, it requests it from the nearest NAVS. If the requested data originated from the local area and the NAVS has cached it, the NAVS sends the cached data to the client. Otherwise, the NAVS downloads it from the data center server and forwards it to the client.

Here, a local area for each NAVS is defined as the area where the NAVS collects and delivers data. The total area of the sensors/clients is covered by all NAVSes. Thus, when another NAVS is added, each of the local areas becomes smaller than before.
4.2.2 System Power Consumption Model

In what follows, we formulate the problem of optimizing the DCN power consumption. We set that the network topology $G = (N, E)$ consists of a set of network nodes $N$ and that of links $E$. Moreover, We utilize the following notations and definitions, where the traffic volume is measured in bits per second:

Sets and parameters:

$N$ set of nodes in the network topology.

$N_i^+$ set of neighboring nodes from which node $i \in N$ receives traffic.

$N_i^-$ set of neighboring nodes to which node $i \in N$ sends traffic.

$f_{ij}$ traffic volume flowing on the link from node $i \in N$ to node $j \in N$.

$g_i$ traffic volume routed through node $i \in N$; this is equal to the traffic volume processed by
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the NAVS attached to node \( i \).

\( t_{sd} \) traffic volume flowing from source node \( s \in N \) to destination node \( d \in N \).

\( f_{ij}^{sd} \) traffic volume flowing from source node \( s \in N \) to destination nodes \( d \in N \) that is routed through the link from node \( i \in N \) to node \( j \in N \). (\( f_{ij}^{sd} \in [0, t_{sd}] \)).

\( a_{ij}(f_{ij}) \) power consumption of the link from node \( i \in N \) to node \( j \in N \); this is expressed as a function of \( f_{ij} \).

\( b_i(g_i) \) power consumption of node \( i \in N \); this is expressed as a function of \( g_i \).

\( c_i(g_i) \) power consumption of the NAVS attached to node \( i \in N \). It is the power consumption of the data center server received traffic from node \( i \in N \) as well. This is also expressed as a function of \( g_i \).

Variables:

\( P \) number of NAVSes introduced in the network, each of which is attached to a corresponding node.

\( x_{ij} \in \{0, 1\} \) binary variables that take the value of 1 if there is a link from node \( i \in N \) to node \( j \in N \) and 0 otherwise.

\( y_i \in \{0, 1\} \) binary variables that take the value of 1 if a NAVS is attached to node \( i \in N \) and 0 otherwise.

To make the model simple, we assume that there is one data center, which has one data center server connected to node \( c \in N \). Given the above definition, our power-minimized design model is as follows.

Objective: minimize

\[
E = \sum_{i \in N} \sum_{j \in N} a_{ij}(f_{ij}) x_{ij} + \sum_{i \in N} b_i(g_i) + \left( \sum_{i \in N} c_i(g_i) y_i + c_c(g_c) \right) \quad (\forall c \in N)
\]

(4.1)
Subject to:

\[
\sum_{i \in N} y_i = P \tag{4.2}
\]

\[
\sum_{j \in N_i^+} f_{ji}^{sd} - \sum_{j \in N_i^-} f_{ij}^{sd} = \begin{cases} 
-t_{sd} & (\forall i, \forall s, \forall d \in N, i = s) \\
t_{sd} & (\forall i, \forall s, \forall d \in N, i = d) \\
0 & \text{(otherwise)}
\end{cases} \tag{4.3}
\]

\[
f_{ij} = \sum_{s \in N} \sum_{d \in N} f_{ij}^{sd} (\forall i, \forall j \in N) \tag{4.4}
\]

\[
g_i = \begin{cases} 
\sum_{j \in N_i^+} \sum_{s \in N} \sum_{d \in N} f_{ji}^{sd} & (\forall i, i \neq s) \\
\sum_{j \in N_i^-} \sum_{s \in N} \sum_{d \in N} f_{ij}^{sd} & (\forall i, i = s)
\end{cases} \tag{4.5}
\]

Objective (4.1) states that the system power consumption \(E\) is modeled as the sum of the power consumptions of all links, of all nodes, and of all NAVSes as well as of the data center server. Constraint (4.2) states that the number of NAVSes introduced in the network is \(P\). Constraint (4.3) ensures that the traffic flow is conserved at any node on the path from any source node to any destination node. Constraints (4.4) and (4.5) evaluate the total flow routed on each link and through any node, respectively.

The above formulation is a combinatorial optimization problem for finding the locations of \(P\) nodes, each of which binds a NAVS, minimizing \(E\) in Objective (4.1). This problem is analogous to the uncapacitated facility location problem [129] and \(NP\)-hard to solve optimally.
4.2.3 Traffic Flow Formulation

In addition to the previous subsection, we also formulate $t_{sd}$ when the traffic is flowing according to the application scenario described in Section 4.2.1. We define additional terms as follows.

$N^e$ set of nodes accessed from sensors and clients. ($N^e \subseteq N$)

$N^v$ set of nodes; each of which binds a NAVS. ($N^v \subseteq N$)

$n_e$ upload traffic volume transmitted from node $e \in N^e$ to node with a NAVS ($v \in N^v$); this traffic is eventually transferred to the data center.

$m_{e'v'}$ download traffic volume, which originated at node $e \in N^e$, received by node $e' \in N^e$.

$\gamma$ compression ratio of upload traffic volume at the NAVS attached to node $v \in N^v$. ($0 < \gamma \leq 1$)

$z_{sd} \in \{0, 1\}$ binary variables that take the value of 1 if source node $s \in N$ sends data to destination node $d \in N$ and 0 otherwise.

Additional constraints on Objective (4.1) are stated below.

**Subject to:**

$$z_{ev} \leq y_v \quad (\forall e \in N^e, \forall v \in N^v) \quad (4.6)$$

$$\sum_{v \in N^v} z_{ev} = 1 \quad (\forall e \in N^e) \quad (4.7)$$

$$z_{v'v'} \leq y_{v'} \quad (\forall v' \in N^v, \forall e' \in N^e) \quad (4.8)$$

$$\sum_{v' \in N^v} z_{v'v'} = 1 \quad (\forall e' \in N^e) \quad (4.9)$$
For upload traffic, constraint (4.6) states that a NAVS is attached to destination node $v \in N^v$ receiving traffic from node $e \in N^e$. For download traffic, constraint (4.8) also states that a NAVS is attached to source node $v' \in N^v$ sending traffic to node $e' \in N^e$. Constraints (4.7) and (4.9) ensure that a node uploads and downloads traffic to/from a node with a NAVS, respectively.

Then, the end-to-end traffic volume is formulated as follows.

**Upload traffic**

The upload traffic volume originating from node $e \in N^e$ destined to node with a NAVS $v \in N^v$ is

$$t_{ev} = n_{e} z_{ev} \left( \forall e \in N^e, \forall v \in N^v \right). \quad (4.10)$$

When this node with a NAVS ($v \in N^v$) receives traffic, it uploads $\gamma$ times the traffic to the node connected to the data center ($c \in N$). The traffic volume from node $v \in N^v$ to node $c \in N$ is

$$t_{vc} = \gamma \sum_{e \in N^e} n_{e} z_{ev} \left( \forall v \in N^v, \forall c \in N \right). \quad (4.11)$$

**Download traffic**

Node $e' \in N^e$ downloads all the traffic destined to itself from node with a NAVS ($v' \in N^v$). The traffic volume from node $v' \in N^v$ to node $e' \in N^e$ is therefore

$$t_{v'e'} = \sum_{e \in N^e} m_{e} z_{v'e'} \left( \forall v' \in N^v, \forall e' \in N^e \right). \quad (4.12)$$

The traffic $t_{v'e'}$ includes the traffic cached in node with a NAVS ($v \in N^v$) and that forwarded from the data center. The download traffic that node $e' \in N^e$ receives from the node connected to the data center ($c \in N$) is all the traffic destined to node $e' \in N^e$ itself except for that stored locally in node with a NAVS ($v' \in N^v$). The traffic cached in this node with a
NAVS \((u' \in N^v)\) is the traffic from all the nodes \(e \in N^c\) connected to node \(u' \in N^v\) itself; this traffic is \(\sum_{e \in N^c} m_{ue'u'} z_{ue'u'}\). Therefore, the total traffic volume from node \(c \in N\) to node \(u' \in N^v\) is

\[
t_{cv'} = \sum_{e' \in N_e} \sum_{e \in N^c} m_{ue'u'} (1 - z_{ue'}) z_{ue'u'} \quad (\forall c \in N, \forall u' \in N^v).
\]

### 4.3 Network and System Model

In this section, in order to evaluate the power consumed by the DCN, we describe the network system in detail.

#### 4.3.1 Network Topology

We consider the Japan-wide network system depicted in Figure 4.2. This network has a hierarchical architecture composed of a core network and edge networks. The core network is a Japan-wide network composed of 47 core nodes, i.e., IP routers, located in the 47 prefectural capitals. The core nodes are connected by 75 links according to the topology of road and railroad networks. Meanwhile, an edge network is a prefecture-wide network where each edge node, which are also IP routers, aggregates sensors/clients and connects to a core node at a distance of 1 hop. In all the edge networks, there are 1194 edge nodes; these are located in the areas covered by local governments, i.e., wards, cities, and districts as of 2008. Each of these core and edge nodes is capable of binding a NAVS. In addition, a server in a data center is connected directly to the core node where the data center is located. Note that access networks are not included in this topology, because their energy consumption is hardly affected when the traffic load changes [130].

#### 4.3.2 Traffic Supply and Demand Matrix

In order to define the metric of traffic locality, we introduce a matrix giving the traffic volumes between source and destination nodes in the network.
Figure 4.2: Network topology (node size proportional to the number of households in the prefecture where it is located (right figure))

Upload traffic

To upload traffic to a data center via a NAVS, each node in an edge network generates a traffic load proportional to the number of households (as of 2008) in the area such as ward, city, and district where the edge node is located; this traffic load is set to $n_e \ (e \in N^e)$ mentioned in Section 4.2.3.

Download traffic

To define the metric of traffic locality resulting from where traffic is supplied and demanded, we introduce a traffic supply and demand matrix based on a gravity model [131]. This matrix is expressed by $m_{ee'} \ (e \in N^e, e' \in N^{e'})$ explained in Section 4.2.3, as follows:

$$m_{ee'} = k \frac{A_e A_{e'}}{d_{ee'}} \ (\forall e \in N^e, \forall e' \in N^{e'}), \quad (4.14)$$
where \( k \) is a proportionality constant, \( A_e \) and \( A_{e'} \) are factors related to the traffic supply and demand amounts in the areas where the source node \( e \in N^e \) and destination node \( e' \in N^{e'} \) are located, respectively, \( d_{ee'} \) is the distance between these two nodes, \( \beta \) is a parameter for changing the relationship between the distance and traffic amounts exchanged between the two areas. Here, \( A_e \) and \( A_{e'} \) are assigned to the number of households in the areas, respectively. In addition, distance \( d_{ee'} \) is expressed as the hop count between the two nodes. If the source and destination nodes are the same node, the value of \( d_{ee'} \) is set to 0.1 for convenience.

Furthermore, we denote the ratio of the total amounts of download traffic to upload traffic by \( \alpha \). The download traffic that originated at node \( e \in N^e \) is as follows:

\[
\sum_{e' \in N^e} m_{ee'} = \alpha n_e \quad (\forall e \in N^e). 
\]  

(4.15)

The constant \( k \) in Equation (4.14) is therefore calculated as follows:

\[
k = \frac{\alpha n_e}{\sum_{e' \in N^e} \frac{A_e A_{e'}}{d_{ee'}}} \quad (\forall e \in N^e).
\]  

(4.16)

\( \beta \) specifies the degree of traffic locality. Figure 4.3 shows an example of how \( \beta \) changes traffic locality. This figure shows the ratio of traffic flowing within the edge network to the total traffic as a function of \( \beta \). If \( \beta \) is smaller than 1.0, the traffic flowing within the edge network is less than 30%. On the other hand, when the \( \beta \) is larger than 2.0, this traffic flow is more than 80%.

### 4.3.3 Metric of Data Center Location

The location of the data center has a large effect on the power consumed for forwarding the traffic to the data center. We therefore define a metric by using the closeness centrality...
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Figure 4.3: Ratio of traffic flowing within edge network as a function of $\beta$ in Equation (4.14)

\[ C_c \] [132] of the node connected to the data center ($c \in N$) as follows.

\[ C_c = \left( \frac{\sum_{i \in N^c} (n_i + m_i)d_{ic}}{\sum_{i \in N^c} (n_i + m_i)} \right)^{-1} \quad (\forall c \in N), \] (4.17)

where $n_i$ and $m_i$ are traffic volumes uploaded from node $i \in N^c$ and downloaded to it, respectively, and $d_{ic}$ is the distance (i.e., hop count) between node $i \in N^c$ and node $c \in N$. A node that has higher $C_c$ value is to receive data via shorter distance transmission than other nodes. In our network model, the 23th node (which corresponds to Aichi) has the maximum $C_c$ of 0.175 and the 47th node (which corresponds to Okinawa) takes the minimum $C_c$ of 0.084 (see Figure 4.2).
4.3.4 Router Power Consumption Model

To describe the power characteristics of a router, we consider steady-state traffic and energy-proportional behavior. As shown in Figure 4.4, the router’s observed power consumption might be a step-increasing function of traffic load, in which the step size depends on the power consumption of the router’s chassis, switching fabric, line cards, and active ports. This power profile (which is $b_i(g_i) \ (i \in N)$ in Section 4.2.2) is approximated as $l_i g_i + base_i$, where $l_i$ is a proportionality factor and $base_i$ is the baseline, i.e., power consumption while the router is idle. The baseline is as much as about 80% of the maximum power consumption in the current router architecture [120]. However, we believe that the baseline will become smaller and that routers will come to have the ideal power proportional characteristics modeled in studies like [119, 120] in the future, as power saving techniques, e.g., [123, 133, 63, 134], are developed and applied.

Figure 4.5 plots the maximum switching capacity versus maximum power consumption for several series of core/edge router products; their specifications were gathered from the
Figure 4.5: Maximum power consumption versus maximum switching capacity for several series of routers [135, 75, 136] (Four-digit numbers are series release years)

following web pages [135, 75, 136]. For routers within the same series, the ratio of router maximum power to maximum capacity is almost the same. We assume that the router’s idle power is proportional to the maximum power consumption; this ratio is independent of \(i \in N\) and denoted by \(R_{\text{base}}\). As a result, the proportionality factor \((l_i (i \in N))\) is the same for all routers in a single series; moreover, the larger routers in the series consume more power at idle state. When a router has a large \(R_{\text{base}}\) value, the router consumes much power even if less traffic load is offered. Meanwhile, as \(R_{\text{base}}\) decreases, the router becomes to have perfect energy proportionality.

In addition, since we suppose that the NAVS is implemented by dedicated hardware [137], the power consumption of a NAVS could be close to that of a router. Hence, we assume that the NAVS’s power profile \((c_i(g_i) (i \in N))\) is same as the router’s \((b_i(g_i) (i \in N))\). Note
that the power consumed by a node (i.e., a router) with a NAVS is handled separately as that consumed by a node and that consumed by a NAVS, according to Objective (4.1).

4.4 Evaluation

The DCN power consumption ($E$ in Objective (4.1)) was evaluated by simulating the traffic load on each node of the network system described in Section 4.3. In this section, we first explain the evaluation method and then present detailed results.

4.4.1 Evaluation Method

To solve the combinatorial optimization problem described in Section 4.2.2 for such a large network, one needs to use an efficient heuristic. We chose to apply the greedy-interchange heuristic [129] to select the locations of $P$ NAVSes minimizing $E$. Its algorithm is explained as follows.

**step 1:** The first node to be given a NAVS is found as follows. Starting from the state where all of the nodes do not yet have a NAVS attached, $E$ is calculated when each node has it. For a given node, if NAVS attachment minimizes $E$, that node is selected as the first node to have the NAVS attached.

**step 2:** The next node to be given a NAVS is chosen as follows. $E$ is calculated when a NAVS is added to each node that does not have it yet. For a given node, if NAVS attachment minimizes $E$, that node is selected next for NAVS attachment.

**step 3:** The NAVS tries to be moved to an adjacent node. $E$ is calculated when the NAVS is moved to each adjacent node that does not yet have a NAVS. If $E$ is smaller than before the NAVS was moved, the NAVS is moved to the adjacent node. This step is repeated until $E$ becomes larger than NAVS movement, in which case the NAVS is not moved.

**step 4:** The number of NAVSes is counted. If the number is less than $P$, go to step 2.
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Note that we neglect the first term of Objective (4.1) when calculating $E$ because the WDM links of an IP-over-WDM network account for only around 10% or less of the total power consumption [60, 56]. In addition, although the traffic route may be changed because of constraints on the available link bandwidth, this consideration is outside the scope of this chapter.

The following conditional settings were used for the evaluations conducted in the next subsection.

- Compression ratio of upload traffic volume at a NAVS ($\gamma$ in Equation (4.11)) was set to a constant value of 0.1.

- The sum of total upload traffic ($\sum_{e \in N^e} n_e$) and total download traffic ($\sum_{e \in N^e} \sum_{e' \in N^e} m_{ee'}$) was set to the estimated volume of Internet traffic in Japan (2.6 Tbps as of 2011) [138].

- Routers of the latest series specified in Figure 4.5 were selected for nodes in the core and edge networks. Hence, “series C” specifications were used for core nodes and “series E” ones were used for edge nodes. Furthermore, the smallest router model (or the combination of smaller models) was chosen from the series; it satisfied the condition that the maximum possible traffic load on the router was less than 50% of the router’s maximum switching capacity regardless of the traffic route selected in the network.

- To avoid the impractical route from an edge node to the data center, the data center was conveniently supposed to provide the services of a NAVS. Hence, at step 1, the first NAVS was fixedly located in the data center and connected to the same node to which the data center server was also connected. Then, if the distance from an edge node to the data center was shorter than that from the edge node to the nearest NAVS outside the data center, the edge node could directly communicate with the data center.
4.4.2 Evaluation Results

In Section 4.4.2 to Section 4.4.2, we present evaluation results for when NAVSes are distributed to only core nodes. In these sections, we repeated from step 1 to step 4 explained in the previous subsection for 46 times (i.e., in cases of $P = 2$ to $P = 47$) for one set of evaluations.

Overview of Power Optimization Results

The change in total power consumption ($E$) versus the number of NAVSes ($P$) is shown in Figure 4.6. Here, the traffic matrix parameters, $\alpha$ and $\beta$ in Equations (4.14)–(4.16), were set to 1.0 and 2.0, respectively. The data center was connected to the 13th core node (see Figure 4.2); this node corresponds to Tokyo, which sent and received the largest volume in our network system. Each router’s power consumption ratio at idle state ($R_{\text{base}}$) was set to 0.01. In addition, “$P = 1$” means that there was only the data center (containing the first NAVS) and no distributed NAVSes outside the data center. $E$ with only the data center is denoted by $E_1$ here.

Overall, as more NAVSes were added, $E$ decreased through a reduction in the amount of traffic; it was minimum (around 70% of $E_1$) when $P$ equals to 15. Then, it increased steadily with additional base power consumption of the NAVSes. We could say that the number and locations of NAVSes were optimized when $E$ took the minimum. In what follows, the optimized $E$ is denoted by $E_{\text{min}}$ and the number of NAVSes providing $E_{\text{min}}$ is denoted by $P_{\text{min}}$. In addition, $E$ was composed of three portions: power consumed independently of traffic amount (denoted by the term “base”) ($E_b$), that consumed for the upload traffic ($E_u$), and that consumed for the download traffic ($E_d$). Each portion was the sum of the power consumed by all nodes (not containing that consumed by NAVSes) and that consumed by all servers (i.e., $P$ NAVSes and the data center server), which were related to the second and the third terms of Objective (4.1), respectively.

Most of the power consumed by all servers was that consumed by NAVSes. The power consumed by all NAVSes in $E_u$ as well as that in $E_d$ were constant and independent of $P$,
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Figure 4.6: System power consumption \( (E) \) versus number of NAVSes \( (P) \)

because the total amount of upload traffic processed (and cached, as well) by all NAVSes was constant, and the total number of requests for downloading from all NAVSes remained unchanged regardless of \( P \).

Meanwhile, as \( P \) was increased, the power consumed by all nodes in \( Eu \) decreased because the average hop count between an edge node and a corresponding NAVS became smaller. At this time, the power consumed by all nodes in \( Ed \) was affected by the trade-off between the hop count from an edge node to a NAVS and the cache amount at the NAVS. This was because, when a NAVS was added, each of all NAVSes covered fewer edge nodes, resulting in that less traffic was cached per NAVS and more traffic was downloaded from the data center server. The cache amount per NAVS, thus this trade-off as well, were dependent on the degree of traffic locality \( (\beta) \), which will be explained in the next subsection.
4.4 Evaluation

Effect of Traffic Locality

When both the ratio of download traffic to upload traffic and the ratio of traffic flowing within a local area to the total traffic become large, caching at a NAVS becomes more effective and the power consumed by the system thereby becomes smaller. We have therefore analyzed the optimized system power consumption \(E_{\text{min}}\) as a function of traffic matrix parameters \((\alpha \text{ and } \beta)\), as shown in Figure 4.7. This figure indicates (a) the ratio of \(E_{\text{min}}\) to \(E_1\) and (b) the number of NAVSes at \(E_{\text{min}}\) \((P_{\text{min}})\). Note that \(E_1\) was hardly different for the values of \(\alpha\) and \(\beta\). As in the previous subsection, the data center was at the 13th core node and \(R_{\text{base}}\) was set to 0.01.

When \(\alpha\) was set to nearly 0.1, most of the traffic was upload traffic from edge nodes to the data center server via NAVSes. Then, \(E\) was almost the sum of \(E_b\) and \(E_u\). In this case, lower \(E_{\text{min}}\) (69 to 73 % of \(E_1\)) was achieved by deploying data compression in the NAVSes. Thus, \(E_{\text{min}}\) had little relation to \(\beta\). In addition, when \(\alpha\) was 0.1, \(P_{\text{min}}\) was approximately constant (14 to 16).

When \(\alpha\) became large and approached 10, the contribution of \(E_d\) to \(E\) also became large and dominant. If \(\beta\) equaled to 0.0 in this case, the closeness between the node where the download traffic originated and the node downloading the traffic had no influence on the traffic amount exchanged between the two nodes. There was less downloaded traffic that originated at edge nodes in the same local area, so caching by the NAVSes made little contribution to the reduction in power consumption. As a result, \(E_{\text{min}}\) was 96 % of \(E_1\) at the point \((\alpha, \beta) = (10, 0.0)\). At this time, \(P_{\text{min}}\) was two. An extra NAVS resulted in increasing \(E\). On the other hand, when \(\beta\) was 3.0, nearly 100 % of the download traffic originated from the local area. This led to the power reduction due to caching being very effective. Consequently, \(E_{\text{min}}\) was 64 % of \(E_1\) at the point \((\alpha, \beta) = (10, 3.0)\). In this case, \(P_{\text{min}}\) was maximum, for which there were 17 NAVSes.
Figure 4.7: Optimized system power consumption ($E_{\text{min}}$) and number of NAVes at $E_{\text{min}}$ ($P_{\text{min}}$) as a function of traffic matrix parameters ($\alpha$ and $\beta$)
4.4 Evaluation

Effect of Data Center Location

In order to evaluate the effect of data center location, we analyzed the change in $E_{\text{min}}$ with data center’s closeness centrality ($C_c$ in Equation (4.17)), as shown in Figure 4.8. Here, $R_{\text{base}}$ was set to 0.01, as in the previous subsections. As shown in Figure 4.7(a), $E_{\text{min}}$ was maximum at the point $(\alpha, \beta)=(10,0.0)$ and minimum at the point $(\alpha, \beta)=(10,3.0)$. We have therefore drawn a line connecting these two points for each result in Figure 4.8. Furthermore, we have added the point indicating $E_1$; this was indicated only for $(\alpha, \beta)=(10,0.0)$, because $E_1$ was hardly different for the values of $\alpha$ and $\beta$.

With only the data center, $E_1$ largely depended on $C_c$ of the data center. In our network model, $C_c$ was minimum when the data center was connected to the 47th node. Since this...
47th node received traffic over a longer distance than others, $E_1$ in this case was maximum and 1.5 times larger than in the case where the data center was located at the 13th node.

On the other hand, when the NAVSes were distributed, the dependency on the data center location disappeared. When there was no traffic locality (i.e., $(\alpha, \beta) = (10, 0.0)$), $E_{\text{min}}$ was almost the same as $E_1$ in the case where the data center’s $C_c$ was maximum, regardless of the data center location. In this case, $P_{\text{min}}$ was two; this meant that the NAVS other than in the data center behaved as an alternative to the data center server located far from the center of the network topology. Furthermore, when there was strong traffic locality (i.e., $(\alpha, \beta) = (10, 3.0)$), $E_{\text{min}}$ retained the minimum value regardless of where the data center was located. In this case, $P_{\text{min}}$ was nearly constant at 16 or 17.

**Effect of Energy Proportionality**

Finally, we evaluated the effect of modeling a router’s idle power consumption. Figure 4.9 shows how $E_{\text{min}}$ as well as $E_1$ changed with the ratio of idle power consumption ($R_{\text{base}}$). In this figure, we show two cases for $E_1$: the data center’s $C_c$ was minimum (i.e., connected to the 47th core node) and approximately maximum (i.e., connected to the 13th core node). Moreover, we indicate two cases for $E_{\text{min}}$: $E_{\text{min}}$ was maximum (i.e, $(\alpha, \beta) = (10, 0.0)$) and minimum (i.e., $(\alpha, \beta) = (10, 3.0)$). We omitted to show other results, because $E_1$ had little relevance to the values of $\alpha$ and $\beta$; furthermore, $E_{\text{min}}$ was little dependent on the location of the data center, as mentioned in the previous subsections.

When each node had imperfect energy proportionality, i.e., a large $R_{\text{base}}$ value, each node consumed a lot of base power even if there was less traffic load on it. This made the system power consumption very high. In this case, $E_b$ accounted for a large portion of $E$. Since $E$ was little dependent on both $E_u$ and $E_d$, both $E_1$ and $E_{\text{min}}$ were little influenced by the location of the data center or the values of $\alpha$ and $\beta$.

On the other hand, as each node had perfect energy proportionality, i.e., a small $R_{\text{base}}$ value, the system power consumption became small. This was because each node consumed less base power and the traffic load was not so high for its capacity. In this case, the contribution of both $E_u$ and $E_d$ to $E$ became relatively large. As a result, the effect of the
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Figure 4.9: Optimized system power consumption ($E_{\text{min}}$) versus idle power consumption ratio ($R_{\text{base}}$)

DCN (i.e., the difference between $E_1$ and $E_{\text{min}}$) and the influence of the data center location, $\alpha$, and $\beta$ also became large. When there was strong traffic locality (i.e., ($\alpha, \beta$)=($10, 3.0$)), $E_{\text{min}}$ approached 46% of $E_1$ in the case where the data center was located at the 13th node; furthermore, $E_{\text{min}}$ was 28% of $E_1$ in the case where the data center was located at the 47th node.

Results for another application scenario

The DCN could have another application scenario in which a NAVS could communicate with other NAVSes as well. Consider the situation where a client requests data from a NAVS (called NAVS A) and the NAVS A does not have the data; this data is cached in another NAVS (called NAVS B) which lies closer to the NAVS A than the data center.
Then, the NAVS A does not download it from the data center server but from the NAVS B. We evaluated this case with the same settings in Section 4.4.2. The difference from Figure 4.7(a) was maximum at the point $(\alpha, \beta) = (1.0, 0.5)$, although $E_{min}$ at this point was reduced to 97% of that in the case of Figure 4.7(a) for the given network topology.

We also conducted the situation where the NAVS could be attached to a node in the edge network. In this case, with the same settings in Section 4.4.2, the evaluation results showed that, when there was strong traffic locality (i.e., $(\alpha, \beta) = (10, 3.0)$), $E_{min}$ in this case approached 93% of that in the case of Figure 4.7(a). The power reduction was not so large because all edge nodes could reach the core network in a single hop for the given topology.

4.5 Conclusion

This chapter focused on the energy-saving aspect of the DCN, especially considering traffic locality. Through numerical evaluations of a Japan-wide network model, we revealed the following results. When most of the traffic is upload traffic to the data center, the power consumption of the DCN had little relation to traffic locality. On the other hand, as the download traffic becomes dominant, the dependence on traffic locality also becomes large. When there is strong traffic locality, the power consumed with the DCN is reduced up to about 30% of that consumed with only the data center. We note that, although the NAVS’s power model and specification affects the total power consumption ($E$), above results will not change as long as the power consumption of routers predominates in $E$. In this chapter, the DCN’s topology was fixed. However, WAN power efficiency depends largely on the network topology. In the future, we would therefore like to investigate a power-efficient network topology. At that time, we will consider a network/system architecture across multiple data centers.
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Chapter 5

Conclusion

As a WAN provides high-bandwidth connectivity, enterprises networks and applications executed over the WAN have been undergoing changes in their architectures through roughly three phases. In the first phase, after 2000, enterprises integrated their private WANs on the basis of IP technology, as well as computing resources used for applications in private data centers. In the second phase, after around 2006, enterprises consolidated their computing resources from branches to a private data center. In the third phase, now in progress, enterprises, as well as other social institutions, are outsourcing their computing resources to external public data centers. During these integration processes of enterprise networks and computing resources, several issues in the private and/or public WAN and its related applications arise. These issues are generally caused by WAN performance requirements increasing during the integration process. In this thesis, we therefore focused on evaluating such a situation and investigated solution approaches for improving it without enhancing the specifications of the WAN nodes.

For the first phase, we focused on evaluating the scalability of the control plane in a large enterprise network constructed by integrating two large banking networks. That is, we developed an approach to estimate the performance of the integrated network for updating routing information. Our approach is based on drawing up a formula to represent the effect of the increase in packet traffic on the decrease in CPU utilization at a router, and hence
on delays in the updating of routing information. We experimented on the actual network and determined two guidelines. When the 5-minute average CPU utilization at a router is below 30%, the routing information is updated within the warning time (144 seconds). Moreover, when the 5-minute average level of CPU utilization at a router is below 40%, the routing information is updated within the time limit for errors (180 seconds). We confirmed that these guidelines were being maintained within the integrated network.

For the second phase, we focused on evaluating the performance of a thin-client system, which is a typical application traversing a private WAN after computing resources have been consolidated from branches to a private data center. The thin-client system has a particular traffic pattern involving a mixture of interactive data flows and bulk data flows. We aimed to improve the performance of interactive data flows while not influencing bulk data flows. Through simulation experiments using actual data traffic, we found that the average end-to-end delay of the interactive data flows could be reduced by applying priority queuing and utilizing the TCP SACK option. The occurrences of lengthy delays exceeding about 1 second resulting from the buffering delay in the server could be further reduced to about one-fourth by modifying the retransmission timeout calculation and temporarily halting the TCP SACK control. Nevertheless, to completely eliminate the effect of bulk data flows on interactive data flows, it is necessary to establish separate TCP connections for these two types of data flows.

For the third phase, we focused on evaluating the power consumed in a public WAN after computing resources have been consolidated in a few external huge data centers. Since this consolidation is becoming widespread among enterprises, public offices, homes, and so on, we considered this issue for the whole society. A DCN not only improves the response time to clients but also reduces the traffic over the WAN, thereby decreasing the power consumed in the WAN. We investigate such an energy-saving aspect of the DCN. The effectiveness of the DCN depends on the degree of traffic locality. Through numerical evaluations of a Japan-wide network model, we obtained the following results. When the data center is positioned near the center of the network topology, the DCN brings a small advantage in the case where the traffic has no locality. On the other hand, the power consumed with
the DCN approaches about 50% of that consumed with only the data center server when almost all of the traffic is created and consumed within the local area. Moreover, the advantage becomes up to about 30% when the data center is located far from the center of the network topology.

After the third phase, computing resources will come to be extremely consolidated in huge public data centers. The challenges of such data centers include increasing reliability regardless of the huge scale, increasing server utilization, reducing power consumption and floor space, deploying new applications as soon as possible, and dynamically adapting to changing load conditions inside a data center and between data centers [139]. Moreover, related to these challenges, one of the most influential changes in end systems is server virtualization [17, 18], that is, deploying multiple virtual servers on the same physical server. As a result, networks in such data centers are being given the following new requirements. The first requirement is to scale in order to support a large number, e.g., incrementally up to a 100,000 [140], (virtual) servers. Each network node in the data center needs to reduce the number of entries in the forwarding table. The second one is to increase the upper limit on the number of sub-networks for isolating groups of servers, such as a VLAN allowing 4000 sub-networks. The third one is to enable virtual servers to migrate to any physical server while maintaining their IP addresses and reachability from clients. The last is to support multi-tenant environments, in which outsourced computing resources from many customers could have overlapping MAC/IP addresses.

To satisfy such new requirements, the networking industry has just proposed new standard technologies based on MAC-over-IP encapsulation [141, 142]. However, these proposals address only the basic idea such as frame format and have not being implemented in full-scale operation at actual data centers. Even if these proposals provide greater flexibility for locating virtual servers, we must still optimize the sub-network scheme and virtual servers locations as well as those of their associated data. At that time, it is important to consider not only the logical conditions of networks, such as end-to-end delay, throughput, bit error rate, and packet error rate, but also the physical or environmental conditions of data centers, such as geographical location, power supply and delivery channel, air conditioning...
design, fire suppression system, and local and national regulations. We believe that these considerations will contribute to the design and management of future cloud computing.
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