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One of the most challenging research tasks in the field of wireless sensor networks is controlling the
power consumption of batteries and prolonging network lifetime. For sensor networks that consist of a
large number of sensor nodes, research on bio-inspired self-organization methods has attracted attention
due to the potential applicability of such methods. In this paper, we focus on the calling behavior of Jap-
anese tree frogs. They are known to make calls alternately with their neighbors in order to raise the prob-
ability of mating. This behavior can be applied to phase control that realizes collision free transmission
scheduling in wireless communication. These frogs also display a type of behavior known as satellite
behavior, where a frog stops calling once it detects the calls of other neighboring frogs. This behavior
can be applied in the design of an energy-efficient sleep control mechanism that provides adaptive oper-
ation periods. We propose a self-organizing scheduling scheme inspired by Japanese tree frog calling
behavior for energy-efficient data transmission in wireless sensor networks. Simulation results show that
our proposed sleep control method prolongs network lifetime by a factor of 6.7 as compared with the
method without sleep control for a coverage ratio of 80%.
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1. Introduction

Self-organized control inspired by biological systems has been
receiving considerable attention as a promising concept for realiz-
ing robustness, scalability, and adaptability [1,2]. Biological sys-
tems always change and adapt in response to continuous
changes in the environment. Each component of a biological sys-
tem is governed by local interactions with neighbors, not con-
trolled by a specific leader. Thus, the entire system can respond
to changes in a coordinated manner in spite of the selfish behavior
of individual components. Such simple mechanisms bring a cogni-
tive function to the system as a whole, and self-organized control
provides adaptability and robustness [3]. A number of methods
have been proposed where the advantages of biological systems
are applied to computer networks in fields such as routing [4]
and clustering [5]. For example, in the field of time synchroniza-
tion, pulse-coupled oscillators (PCO) [6] are known to mimic the
behavior of fireflies, which flash in unison with their neighbors.

Although most existing research on the PCO model focuses on
simultaneous synchronization, we hypothesize that antiphase syn-
chronization of transmission scheduling can reduce packet loss
caused by collisions on the wireless channel. As a possible mecha-
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nism for realizing antiphase synchronization, we focus on the call-
ing behavior of Japanese tree frogs (Hyla japonica) [7,8], in
particular advertisement calling. One of the main purposes of the
calling behavior of this species of frog is for the male to attract fe-
males. If a male calls simultaneously with others, the female will
have difficulty in distinguishing between callers, and therefore
they shift the timing of their calls. This interesting aspect of frog
calling behavior may be applicable to various fields [9]. Accord-
ingly, we formulate the advertisement calling behavior by using
the pulse-coupled oscillator model, and it is applied in phase con-
trol for antiphase synchronization, as well as in transmission
scheduling for wireless communication with the aim of avoiding
transmission failure. Conventional scheduling protocols have
problems with the overhead for adjusting their schedule and lack
adaptability since the schedule is fixed rather than responsive to
environmental changes. However, self-organizing scheduling
based on frog calling is expected to solve these problems.

In addition to properties such as robustness and scalability, en-
ergy conservation is critical in sensor networks since each node has
access to a limited amount of energy provided by a battery and the
battery may be difficult to change or charge depending on node
deployment. To reduce energy consumption, sleep control is effec-
tive, and many studies on distributed sleep control techniques
have been actively carried out [10,11]. We focus on an interesting
behavior called satellite behavior, which is characteristic to
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Japanese tree frogs. When there are many male frogs competing to
mate with a female, some males stop calling based on a compari-
son between the merits of obtaining a higher probability of mating
and the demerits of losing energy by calling. We apply this behav-
ior to sleep control in wireless sensor networks. The decrease in
the per-unit cost of sensor nodes is expected to allow for massive
deployments in the future. In such situations, nodes will be de-
ployed non-uniformly and redundantly meaning that some nodes
do not need to perform active sensing continuously. By imple-
menting control analogous to the satellite behavior, redundant
nodes turn off the transceiver power and are thus able to conserve
energy. In this scheme, each redundant node is subjected to sleep
control according to the overlap of the sensing regions between
neighboring nodes, and the number of active nodes can be adjusted
without sacrificing coverage. In addition, efficient data gathering is
achieved by adjusting the number of active nodes in consideration
of the traffic load.

In this paper, we propose a self-organizing transmission sched-
uling scheme inspired by the calling behavior of Japanese tree
frogs. First, we model the calling behavior of frogs mathematically
by PCO, and describe the scheduling technique by antiphase syn-
chronization. Next, we explain the proposed algorithm based on
satellite behavior, and present evaluation results from simulation
experiments.

The outline of this paper is as follows. Section 2 presents related
work. Section 3 introduces details of the mechanisms of the phase
control method based on the alternating calling behavior of frogs.
Then in Section 4, we describe in detail the mechanism of the pro-
posed sleep control method based on the satellite behavior of frogs.
Section 5 presents the results of numerical simulations of single-
hop networks. In Section 6, we state our conclusions and discuss
possible extensions of this research.

2. Related work
2.1. Antiphase synchronization for scheduling

Many studies on time synchronization using the pulse-coupled
oscillator model have been performed [12-14]. Those works aim at
adjusting the phase of oscillators in unison; however, synchroniza-
tion that shifts the phase of oscillators at certain intervals has not
been previously considered in detail. We refer to conventional
simultaneous synchronization as in-phase synchronization and call
alternating synchronization of our target as antiphase synchroni-
zation. An example of in-phase synchronization is the phenome-
non of simultaneous flashing of fireflies, and an example of
antiphase synchronization is a string of Christmas lights on which
bulbs of two colors flash alternately.

Antiphase synchronization is effective for sharing a resource.
Round-robin scheduling assigns equal time slices to processes in
a waiting state in order and without prioritization. This method
is considered fair scheduling since the resource is allocated to all
the processes equally. In the field of wireless communication, time
division multiple access (TDMA) is another type of antiphase syn-
chronization which divides the access period into fixed slots and
assigns the frequency used for communication. In TDMA, since it
is not necessary to check the status of a channel, delay is small
and transmission speed is stable [15]. Furthermore, if antiphase
synchronization is applied to a multi-hop network, collision in
the MAC layer in the wireless sensor network can be avoided.

Some studies on antiphase synchronization have been con-
ducted. DESYNC [16,17] is a distributed antiphase synchronization
method proposed by Nagpal et al. The firing time is adjusted by
each node considering its own last and next firing so that the phase
offsets of firings become equal. Even when there are many nodes,

iteration of interactions leads to the whole network being in an
antiphase synchronized state. However, timing adjustment in this
method relies on information from only two nodes, and this struc-
ture is not effective in a multi-hop network. Stankovic [18] pro-
posed another antiphase synchronization method. This method
adjusts the firing time for rare event detection considering the dis-
tribution of sensing region. However, this method requires consid-
erable computational resources for formulating complex
polynomial function and location information of the neighboring
nodes is necessary for accurate antiphase synchronization. Phase
diffusion time division (PDTD) [19] is a type of antiphase synchro-
nization method that performs in a self-organizing manner. This
method solves the hidden terminal problem by performing anti-
phase synchronization between nodes within an interaction range
that is twice as large as the communication range.

2.2. Sleep scheduling for energy conservation

The main purpose of sleep control is to switch off redundant
nodes in order to reduce energy consumption. As a result, nodes
can operate for longer periods of time and the network lifetime
is extended. Energy efficiency is especially critical in wireless sen-
sor networks. Normally, a sensor node is powered by a battery of
limited capacity, and it may be difficult to charge or replace batter-
ies due to the deployment of the nodes. Moreover, interference oc-
curs if many nodes communicate simultaneously in a dense
network, and sleep control can solve this problem by limiting the
number of active nodes. Sleep control is also effective for minimiz-
ing delays by adjusting the transmission schedule when perform-
ing data collection.

For the above reasons, sleep control has been the subject of
extensive research. Packet collision, the reception of unrelated
packets, the overhead of control packets, and redundant idling
time are often regarded as causes of energy waste, and a sleep
mechanism is proposed to reduce such problems. S-MAC [20] is
the most well-known sleep control method. In that method, packet
collision is avoided by synchronizing the active time for reducing
the idling time, and a virtual carrier senses by means of request-
to-send (RTS) and clear-to-send (CTS) packets. PEAS [21] is another
sleep method, in which nodes broadcast probe packets regularly
and enter a sleep state whenever the number of active nodes in
the neighborhood exceeds a certain threshold. The delay is reduced
by adaptively setting the sleep time according to the number of ac-
tive nodes. A sleep control method based on the remaining energy
has also been proposed [22]. This technique becomes effective
when nodes have a wide distribution of remaining energy. van
Greunen et al. [23] proposed a sleep control method for minimiz-
ing the queuing delay in data transfer. In addition, the DMAC pro-
tocol [24] first builds a network tree and nodes transmit data
following shifted timing based on the hop count from the sink, thus
reducing the delay between event detection and the transmission
of detected data to the sink. There are also coverage-based sleep
control methods. For example, CCP [25] guarantees various degrees
of coverage depending on the application and reduces the energy
consumption while satisfying the requirements of high coverage
and connectivity. Thus, the function of sleep control changes
according to the requirements. In this paper, we propose sleep con-
trol based on the satellite behavior of Japanese tree frogs for the
purpose of energy conservation in redundant nodes and the pre-
vention of packet collision while maintaining high coverage.

3. Antiphase synchronization control

The outline of phase control is shown in Fig. 1. The frog calls by
making a sound for a certain period of time and then becomes
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Fig. 1. Outline of phase control which reduces the occurrence of transmission failure by adjusting the transmission timing.

quiet before repeating the call. If two or more male frogs call at
random, their calls might overlap. In such a case, the calls interfere
with each other and the female frog (the mating partner) cannot
distinguish between the callers. Therefore, each male frog shifts
the timing of its calls by listening to the calls of other frogs so as
to avoid such overlap. After all frogs establish this interaction pat-
tern, call alternation without interference is achieved within the
group.

Pulse-coupled oscillators are used as models of various synchro-
nization mechanisms in biology. Here, we formulate frog calling
behavior with pulse-coupled oscillators. Each oscillator with a firing
frequency w has a phase ¢ € [0, 27] that changes with time. When
the phase reaches 27, the oscillator fires and returns the phase to
the initial value (¢ = 0). Oscillator j which is coupled with firing
oscillator i receives a stimulus and changes the firing frequency
of the next turn in accordance with the phase offset 4;; € [0, 27] be-
tween the coupled oscillators. The oscillator does not change the
firing frequency immediately after receiving the stimulus; instead,
it stores the size of the stimulus and changes the firing frequency
after firing its own stimulus.

do-
;= % (1)
dji = ¢; — (2)
of = w; +g(4;i) 3)

where g() is the phase shift function for generating the
repulsive force that shifts the phase away from that of other
oscillators. Aihara et al. [26] proposed the following phase shift
function:

g(4) =asin4 4)

where the coupling coefficient of a pulse-coupled oscillator model is
o > 0. When 4; < 7, then g(4;) > 0 and oscillator j increases the
firing frequency to extend the phase offset with respect to oscillator
i. On the contrary, when 4; > 7, then g(4;) <0 and oscillator j
decreases the firing frequency in order to spread the phase offset
with respect to oscillator i. After these interactions, the oscillators
are assumed to be in a stable antiphase synchronized state when
the following conditions are fulfilled (Fig. 2):

A,‘j = Aji (5)
g(4y) = g(4;:) =0 (6)
We then consider the group N, in which n oscillators are coupled

with each other. When oscillator j fires at time t; (f; <t <
-+ < ty), it changes the firing frequency w; as follows:

dji = ¢;(t:) — ¢;(ti) (7)
of = wy+ Zg(Ajk) 8)
keN

When the phase offsets between oscillators that fire consistently
are all equal and the repulsive force of all oscillators is negated,
the group is assumed to be in a stable antiphase synchronized state.
These conditions are described below together with the case of two
oscillators

A=Ay =---=4dp 9
dogduw) =Y g(An) == g(Au) (10)
keN keN keN

Two or three oscillators can be antiphase synchronized with
phase shift function Eq. (4) (Fig. 3(a) and (b)). However, this func-
tion cannot achieve antiphase synchronization for four or more
oscillators since they are divided into groups of two oscillators
and groups of three oscillators (Fig. 3(c) and (d)). This is caused
by the phase shift function, which is a symmetric function, and
the repulsive force is negated in situations where condition Eq.
(9) is not satisfied, despite condition Eq. (10) being satisfied and
the oscillators converging to a stable state. The stimulus should
be weighted depending on the phase distance ¢ in order to resolve
this problem. The smaller the phase distance § between the cou-
pled oscillators, the stronger the oscillators should be in order to
receive the stimulus. For this reason, we adopt the following
equations:

8(4) = min{4,27m — A} (11)
g(4) = asin(4) exp(—o(4)) (12)

By using this phase shift function Eq. (12), conditions (9) and
(10) are always satisfied, regardless of the number of oscillators.
Fig. 4 shows the process of antiphase synchronization between
10 oscillators. The oscillators’ phases, which are discrete in the ini-
tial state, are shifted to an antiphase synchronized state through
the interactions between coupled oscillators. The phase offset be-
tween consecutive oscillators becomes approximately the same
at a time of 1.0 s. After that point, the oscillator receives positive
and negative stimuli that cancel each other out, and the group
maintains a stable state.

We next evaluate the coupling coefficient «, which is an impor-
tant parameter of the pulse-coupled oscillator model. To obtain
suitable parameter settings in accordance with the number of
nodes, we estimate the average error after a certain period (20 s).
This value shows the average of the phase offset between nodes;
the smaller the average error, the higher is the synchronization
accuracy. Fig. 5(a) shows that the average error of 10~ becomes
the synchronization threshold value, below which the accuracy
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Fig. 2. Phase control mechanism. (a) Each oscillator has its own phase and firing frequency. (b) Oscillator i receives positive stimulus and increasing the firing frequency,
oscillator k receives negative stimulus and decreases the firing frequency. (c) After a number of iterations, the phase offset between each oscillator becomes equal and
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Fig. 4. Transition of relative phase offset.

of synchronization becomes higher with time and above which the
phase continues to fluctuate and does not converge to a stable
state. Additionally, the wide range of the coupling coefficient val-
ues enables the network to reach a stable state when a small num-
ber of nodes are deployed, and it becomes difficult to converge to
the stable state if the value of the coupling coefficient is too large.
This result is a consequence of the number of coupled nodes; in
other words, the stimulus becomes stronger as a node becomes
coupled with more nodes and the coupling coefficient becomes lar-
ger. Hence, the simulation shows that over-stimulation disturbs
convergence to a stable state. On the contrary, although small val-
ues of the coupling coefficient require longer synchronization
times, the network steadily approaches a stable state (Fig. 5(b)).
These results indicate that antiphase synchronization requires
the coupling coefficient to be set adaptively. The choice of coupling
coefficient also depends on the requirements of the particular
application; for example, delay-tolerant applications should have
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(c) (d)

Fig. 3. Difficulty in antiphase synchronization. Four or more oscillators are divided into groups of two oscillators and groups of three oscillators. Antiphase synchronization is
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a small coupling coefficient and accuracy-tolerant applications
should have a large coupling coefficient. The number of nodes
and the data transmission interval also affect the setting of the
coupling coefficient. Various factors must be considered, and those
factors are assumed to change constantly. Therefore, setting a sta-
tic coupling coefficient is not sufficient, and it is required that the
parameter be set dynamically for each node in accordance with the
number of nodes and the amount of traffic in a self-organizing
manner. However, this problem is beyond the scope of the present
work and thus left for future study.

4. Sleep control based on frog satellite behavior

Next, we explain our proposed sleep control method, which is
inspired by frog satellite behavior. Where the details of the satellite
behavior were discussed, we consider the following three factors:

e Territory.
e Number of competing frogs in the area.
e Body size.

Considering these three factors, the frog decides whether to adopt

satellite behavior. We explain each condition for the decision in

Fig. 6. The red circles represent the target frogs that are considering

their behavior, and the dotted lines indicate their respective territo-

ries. The frogs are located in a paddy field, and each frog is assumed
to be able to hear all other frogs calling.

1. Three frogs (denoted A, B, and C) are already calling, and
two other frogs are evaluating the environment. Frog D on
the left first checks that in its territory there is no calling
frog, next checks that the number of calling frogs in the
paddy field is not exceedingly large, and then begins to produce
calls. On the other hand, frog E on the right adopts satellite
behavior as it finds two other frogs (A and B) calling in its
territory.

. A new large frog F appears and evaluates its surroundings. It
finds frog C calling in its territory. However, after comparing
the size of their bodies, it concludes that the probability of win-
ning the competition is large and begins to call. We refer to this
behavior as interception.

. The small frog C detects the presence of a stronger frog in its
territory and adopts satellite behavior in order to avoid
competing.

Applying this mechanism to sensor networks, the territory of a
frog corresponds to the sensing region: the number of competing
frogs in the area, the number of access nodes; and the body size,
the remaining energy. The following targets are achieved with such
a sleep control mechanism.

e Energy conservation for redundant nodes.

e Distribution of coverage.

e Assignment of bandwidth (i.e.,, access period) for reducing
packet collisions.

In sensor networks, a large number of nodes are assumed to be de-
ployed randomly, in which case several nodes might be arranged
closely together within each other’s range. It is not necessary for
all such neighboring nodes to perform sensing in the same region
since a single node is sufficient in that case. Energy consumption
is reduced when redundant nodes adopt satellite behavior and en-
ter sleep mode. Additionally, the proposed method, in which nodes
enter sleep mode not randomly but rather according to the state of
neighboring nodes, is energy efficient while satisfying the require-
ment of high network coverage. Although antiphase synchroniza-
tion is performed accurately, there is a limit to the number of
nodes that can transmit in turns depending on the frequency of data
transmission and the data packet size. By performing sleep control
and considering these factors, packet collision caused by excessive
traffic can be prevented.

Each sensor node maintains two states, active and satellite. A
node checks the state of the network regularly, and the node
changes its state accordingly. In the active state, the node period-
ically executes the network check process immediately before data
transmission, whereas in the satellite state the node checks the
state of the network after a sleep period T;. We call the node that
executes the network check a checking node (CN); the sensing re-
gion, a territory; and another node in the territory, a territory com-
peting node (TCN). It is possible for a node to take the place of
another node that has little remaining energy even if many nodes
are already in the active state. We refer to the node with the lowest
remaining energy in the active state as a bandwidth competing node
(BCN). If the remaining energy of CN is larger than the remaining
energy of BCN, CN becomes active instead of BCN. The flow of
the check process is shown in Fig. 7:

1.
2.

CN checks in its sensing region whether there is a TCN.

If CN finds a TCN, it compares the remaining energy with that of

TCN in order to evaluate the probability of interception. If the

remaining energy of CN is higher, CN determines that it will

not lose the competition and enters the active state for trans-
mission; otherwise it enters the satellite state in order to save
energy.

. If there is no TCN, CN evaluates the available bandwidth. If
there is sufficient bandwidth, CN determines that transmission
is possible and enters the active state.

. If the bandwidth is being used by active nodes, the CN com-

pares its remaining energy with PCN for interception. If CN

has higher remaining energy, it enters the active state; other-
wise it enters the satellite state.
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Fig. 6. Outline of sleep control. Red circles denote the target frogs and dotted lines indicate their respective territories. Each frog in the figure is drawn to scale to show body
size. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 7. Flow chart of network check process.

Active nodes periodically perform data transmission and satel-
lite nodes sleep to conserve energy. In order for a satellite node to
enter the active state, its remaining energy must be higher than
that of PCN. In addition, the higher the remaining energy of the
node, the more often it performs the network check process in or-
der to increase the probability of entering the active state. For
these reasons, a satellite node sets the sleep period T; based on a
standard sleep time T,y by considering its own remaining energy
Ecy and the remaining energy Egcy of BCN

Ts = Ty - €XP <1 - Eﬂ) (13)
EBCN

In this manner, the proposed mechanism implements sleep control,
which conserves energy by ensuring that redundant nodes enter
sleep state, reduces collisions by adaptive assignment of access
periods, and prolongs network lifetime by performing sleep control
considering the remaining energy of nodes.

5. Evaluation
5.1. Simulation setup

In these simulations, sensor nodes are deployed randomly in a
monitoring region with a radius of 10 m, and the nodes set the data
transmission timing on the basis of the phase, which is assigned
randomly in the initial state. The communication range of a node
is assumed to be 20 m, and the nodes can communicate with all
other nodes in the network. The node carries out sensing of a mon-
itoring region with a radius of 5 m every 0.16 s and transmits the
sensing data to the base station, referred to as a sink, at a transmis-
sion speed of 50 kb/s. CSMA/CA is used for the transmission proto-
col of the MAC layer. A data packet includes sensing information
and a timestamp that indicates the delay caused by the backoff
of CSMA/CA, and the packet size is set to 400 bits. Therefore,
8 ms is required in order to transmit one data packet, and the
transmission node takes exclusive control over the communication
band during that period. The standard sleep time Ty in the sleep
control scheme is set to 3.2 s. We use the following evaluation
metrics:

e Transmission failure probability.
Probability of transmission failure induced by timeout due to
backoff in CSMA/CA during a communication attempt of a node.
e Data collection ratio.
Ratio of the amount of data reaching the sink to all data sent to
the sink from a node.
e Coverage ratio.
Ratio of the region with 1-coverage to the entire monitoring
region.

e Energy utilization ratio.
Ratio of the mean remaining energy of all nodes to the mean
remaining energy of all active nodes. When this value is close
to 1, it is considered that the task is divided fairly and the
energy consumption is distributed evenly between nodes.

5.2. Performance of the proposed sleep control mechanism

The objectives of the proposed sleep control mechanism are (1)
energy conservation in redundant nodes, (2) even distribution of
coverage, and (3) assignment of access periods to reduce packet
collisions. Perfect antiphase synchronization cannot ensure alter-
nating data transmission for all nodes when the number of nodes
is large and the access period is narrow. In this case, if there are
many active nodes, the overlap of access periods is prevented by
making redundant nodes enter sleep mode, and data transmission
becomes free from transmission failure. In other words, sleep con-
trol brings adaptability to phase control for reliable transmission.
After this section, we describe the results for 20 nodes that were
deployed in the monitoring region in order to evaluate the effi-
ciency of the proposed sleep control mechanism.

As one of the principles of sleep control, a node with high
remaining energy attempts to replace a node with low remaining
energy and subsequently performs sensing. This principle ensures
a fair distribution of energy consumption between nodes. Fig. 8
shows the number of active nodes and the energy utilization ratio.
At the beginning, seven nodes become active for sensing and other
nodes enter sleep mode since it is impossible for all 20 nodes to
transmit during the same transmission period. The value of the en-
ergy utilization ratio decreases as the seven active nodes consume
energy. Then, after 50 s, interception is performed by the satellite
nodes, the nodes change state, and the energy utilization ratio rises
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Fig. 8. Number of active nodes with respect to the energy utilization ratio.
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Fig. 9. Comparison of coverage ratio.

due to the participation of fresh nodes. After another 50s, the
nodes keep changing their state depending on the remaining en-
ergy, and thus the value of the energy utilization ratio is main-
tained at 1.0.

We observe the types of changes caused by sleep control
through a comparison of the phase control method with and
without sleep control. Fig. 9 shows the results for the number
of nodes and the coverage ratio as a function of time. The meth-
od with sleep control provides a large sensing region over a long
period of time with a small number of active nodes. On the
contrary, the method without sleep control can achieve a high
coverage ratio because sensing is performed by all nodes;
however, the energy of the nodes is depleted within a short per-
iod of time. The sleep control mechanism prolongs the network
lifetime by a factor of about 6.7 for a coverage ratio of 80%.

We evaluate the data collection ratio for the two methods in
Fig. 10. In the method without sleep control, data transmission fail-
ure occurs without the assignment of access periods to the nodes. As
aresult, the sink cannot collect all data. On the other hand, the meth-
od with sleep control assigns access periods only to the active nodes
and realizes reliable data transmission. Although transmission fail-
ure occurs after the cycle of alternation of nodes is completed, the
number of failures is sufficiently small that the data collection ratio
is unaffected. The combination of phase control and sleep control re-
duces the occurrence of transmission failure by adaptive assignment
of access periods, prolongs the network lifetime, and satisfies the
requirement of high coverage.

Next, we examine the relation between the number of sensor
nodes and the network lifetime through simulation experiments.
We define the period from the start of a simulation until the sensor
coverage ratio becomes less than 80% as the “network lifetime”. In
other words, we assume that the network ceases to be operational
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(a) Case where phase control is implemented without sleep control.
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Fig. 10. Comparison of data collection ratio.

when the sensors’ batteries are completely depleted or when the
coverage ratio is less than 80%. We set the initial energy stored
in the batteries of all the sensors to 6 ]. Fig. 11 shows the average
value and the 99% confidence interval of network lifetime, as ob-
tained through the simulation. Under these simulation conditions,
the number of sensor nodes required to achieve a coverage ratio of
80% is about 15 nodes. Therefore, if 15 or more redundant sensors
are installed, as long as each sensor suitably switches between
operation and sleep according to the remaining energy, the whole
network will operate by virtue of the satellite function in our pro-
posed technique. In this simulation, we install up to 45 nodes,
about 3 times the required numbers of nodes, and investigate net-
work lifetime. The network lifetime increases as the number of
nodes is increased, but the increase is not linear and the slope de-
creases as the number of nodes becomes large. Since we install
sensor nodes at random in these simulations, the allocation den-
sity of sensors is not uniform. Therefore, the energy of a sensor
in a region with low allocation density and few adjacent sensors
will be consumed most rapidly. This is one reason why network
lifetime does not increase linearly with the number of sensors.
Moreover, since the collisions of packet will also increase as the
allocation density of sensors becomes high, the resulting power
consumption will increase, which is also a factor in the nonlinear
increase in network lifetime. In order to determine the number
of sensors required for a certain network lifetime, this relation
must be taken into consideration.

5.3. Evaluation of the robustness of the proposed technique

In a sensor network, since many nodes are installed in different
environments, node properties during operation are not homoge-
neous. Moreover, degradation of the communication quality by
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Fig. 11. Relation between number of sensor nodes and network lifetime.

noise or interference also has a large impact on network perfor-
mance. Accordingly, through simulations, we investigate the im-
pact of these factors on network lifetime when the proposed
technique is used in network operation.

First, we evaluate the effects of the proposed technique in the
case that the initial energies of the batteries were different.
Fig. 12 shows the average network lifetime, as well as the 99% con-
fidence interval, for different variations in the initial energy from
0% to £50%. The network lifetime decreases as the variation in ini-
tial power becomes large, but the decrease is almost linear. More-
over, in this simulation, even though the nodes are positioned at
random, the variation in the network lifetime is small for every
simulation trial. Therefore, variance of the operational period of
each node, according to remaining energy, is successfully accom-
plished with the proposed technique. Battery performance differs
greatly depending, for instance, on the temperature of the environ-
ment where sensor nodes are installed. This property of the pro-
posed technique should prove useful when sensors on a network
must be installed in various environments with different
conditions.

Next, we investigate the effects of changes in the packet loss
rate when the proposed technique is used. Fig. 13 shows the net-
work lifetime for packet loss rates from 0% to 50%. As shown in this
figure, the network lifetime decreases as the packet loss rate in-
creases. However, even for a packet loss rate of 50%, network life-
time decreases only about 20%. This result is because the change in
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Fig. 12. Effect of variation in the initial energy of batteries.
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Fig. 13. Effect of packet loss rate on network lifetime.

remaining energy is gradual compared with the frequency of pack-
et transmission and reception, and because sleep control is not
strongly affected by packet loss.

6. Conclusion and possible extensions

In this paper, we introduced a self-organizing scheduling
scheme inspired by the calling behavior of Japanese tree frogs as
a method for reducing energy consumption as well as packet colli-
sion while satisfying the requirement of high coverage. We
performed an evaluation through computer simulations of a
single-hop network for the proposed functions by implementing
a sleep control method inspired by the frogs’ satellite behavior.
The simulation results indicated that the sleep control enables
adaptive assignment of access periods, fair distribution of cover-
age, and extension of the network lifetime.

Although this paper presents the application of the proposed
scheduling scheme to a single-hop network, the possibility for
expanding this scheme to the multi-hop case and applying it to lar-
ger networks should be explored. For that purpose, we aim at
establishing a mathematical model of satellite behavior. From the
complex structure of the satellite behavior, we applied only the
operation of stopping calling in accordance with the strength of
the individuals present in the surroundings in sleep control of sen-
sor networks. However, actual frogs intercept females attracted to
stronger males or move to another location where stronger indi-
viduals are not present. We consider that such behavior will also
be applicable to wireless sensor networks in various situations.
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