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Abstract

The available bandwidth on an end-to-end network path is an important metric for detecting

network congestion, adapting transmission rate, configuring paths and topologies on overlay net-

works, and so on. The existing available bandwidth measurement techniques aimed only at know-

ing available bandwidth of bottleneck part on the path and most of them do not specify where the

bottleneck is. Also, they cannot measure available bandwidth of multiple parts on the path sepa-

rately. If we can know available bandwidth of each part of the path, we, for example, can rapidly

configure the path on the overlay network to satisfy performance requirements of application ser-

vices. Also, in wireless-cum-wired network environment, we can improve data rate selection on

the wireless network dependent on the network resource amount of the wired network. However,

to the best of our knowledge, there is no existing works on simultaneous measurement of multiple

parts of a network path in an end-to-end fashion.

In this thesis, we propose a simultaneous measurement method of available bandwidth of

multiple parts on an end-to-end network path. The proposed method adapts an end-to-end mea-

surement principle, and estimates available bandwidth based on changes in packet sending and

arrival intervals under the situation where intermediate routers can record arriving and departing

times on incoming packets as a timestamps. Specifically, considering the effect of cross traffic

on traversing networks, the endhost sends probe packets at various rates and estimates the avail-

able bandwidth using their incoming and outgoing rates based on statistical processing using fluid

traffic model. We present extensive simulation results of the proposed method and confirm that

it can accurately measure available bandwidth of each part on the path even when the available

bandwidth of the sender-side network is smaller than that of the receiver-side network. We also

evaluate the proposed method with numerous network scenarios varying physical and available

bandwidth settings, hop count of the path, and confirm the robustness of the proposed method.
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1 Introduction

The amount of the Internet traffic is rapidly increasing [1] due to recent wide spread of IP-

reachable devices including smartphones, tablets, laptop PCs. Also, various technologies for ac-

cess and backbone networks are emerging, that makes the structure of the Internet more complex

and heterogeneous. In such environment, bandwidth-related information on an end-to-end network

path is quite important for assuring the quality of network application. Especially, the available

bandwidth on an end-to-end network path is an important metric for detecting network conges-

tion [2], adapting transmission rate, configuring paths and topologies on overlay networks [3], and

so on. For example, if the endhosts know a path is congested, the endhost can set the transmission

rate on the path to lower, which makes end-to-end packet delay and loss lower. On the other hand,

in general, the available bandwidth largely fluctuates [4] due to various network factors such as

congestion. However, due to the current protocol structure of the Internet, applications on an end-

host cannot be explicitly notified of bandwidth-related information from the network. Therefore, it

is important to obtain bandwidth-related information on end-to-end network paths by conducting

measurement at endhosts.

The available bandwidth on an end-to-end network path is determined by a bottleneck part,

which has the smallest available bandwidth of the path. Many existing tools for measuring avail-

able bandwidth of an end-to-end network path are proposed [3, 5–33]. These tools can obtain a

value of available bandwidth at bottleneck part, but it cannot determine where is the bottleneck

part on the path except a toolpathneck[20], which specify the bottleneck part on the path. Also,

they do not measure available bandwidth of each part of the path separately, while knowing the

bottleneck location may enhance the quality of network applications. For example, we assume

that an endhost use a realtime application, such as video and voice conference [34, 35], which

constructs an overlay network. When an endhost determines the location of bottleneck link by

bandwidth measurement, the endhost can enhance the quality of network services by adding or

deleting the overlay node to the overlay network to change the route of the path between endhosts.

Another example is the network control in a wired-cum-wireless network environment. We as-

sume that an end-to-end network path consists of a wireless network part and a wired network part

and a sender-side endhost connects to wireless network. When the sender-side endhost finds that

the bottleneck locates at the wired network, it can configure the data rate of the wireless network

6



to lower bit rate which has more robustness against the channel error, which enhances the quality

of the network application. However, according to our knowledge, there is no previous research

on such end-to-end measurement of available bandwidth of multiple parts of the network path.

In this thesis, we propose a simultaneous measurement method of available bandwidth of mul-

tiple parts on an end-to-end network path. The proposed method estimates available bandwidth

based on the assumption that some of intermediate routers on the path can record arriving and

departing times of traversing packets as timestamps. We divide the end-to-end path into multi-

ple parts by such intermediate routers and estimate the available bandwidth of each part of the

path simultaneously, by observing intervals of incoming and outgoing packets on each network.

Considering the effect of cross traffic on traversing networks, the endhost sends probe packets at

various rates and estimates the available bandwidth based on their incoming and outgoing rates at

each part of the path. For the estimation of available bandwidth, we construct a simple mathemat-

ical model of the relationships between incoming and outgoing rates of packets.

To evaluate the performance of the proposed method, we conduct simulation experiments

using ns-2 [36]. We evaluate the measurement accuracy of the proposed method in various band-

width settings including situations where the available bandwidth of the sender-side network is

smaller than that of the receiver-side network. We also evaluate the proposed method with numer-

ous network scenarios varying physical and available bandwidth settings, hop count of the path,

and confirm the robustness of the proposed method.

The rest of this thesis is organized as follows. Section 2 describes a principle of end-to-end

available bandwidth measurement based on the existing method. Section 3 adapts this principle

to multiple-parts measurement and verifies its feasibility. After that, we propose a multiple-part

measurement method of available bandwidth. Section 4 evaluates the measurement accuracy of

the proposed method in various situations. In Section 5, we conclude this thesis and describe

future work.
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2 End-to-End Measurement of Available Bandwidth

In this section, we explain a fundamental principle of measurement of the available bandwidth on

an end-to-end network path. There are many existing tools for measuring end-to-end available

bandwidth such as Cprobe [5], Pathload [6], pathChirp [7]. In these methods, a sender generates

probe packets and sends them to a receiver at a certain rate. The receiver observes arrival intervals

of probe packets, and determines whether or not sending rate of probe packets from the sender is

larger than the available bandwidth of the path between the sender and the receiver, by comparing

sending and arrival intervals of the probe packets. Many of existing tools repeats this behavior

with various sending rates to determine the available bandwidth accurately. In what follows in this

section, we briefly explain the mathematical background of the above methods.

2.1 Definition of Available Bandwidth

We assume that the network model in this section is depicted in Figure 1 and the path between the

sender and the receiver is already determined and is not varied. The probe packets are sent from

the sender to the receiver while the routers on the path hold the probe packets in the buffer and send

to the receiver. The path consists ofH links, and each of which is denoted as linki (1 ≤ i ≤ H).

The physical bandwidth of the linki is denoted asCi. The physical bandwidthC on an end-to-end

network path is equal to that of the narrowest link, and it is represented as follows.

C ≡ min
1≤i≤H

Ci (1)

The average bandwidth utilization of linki at time t is denoted asui(t). Then, the available

bandwidth of linki at timet, denoted byAi(t), is represented as follows.

Ai(t) ≡ Ci(1− ui(t)) (2)

The available bandwidth on an end-to-end network path is equal to that of the link which has

smallest available bandwidth. Thus, the available bandwidth on the path at timet is represented

as follows.

A(t) ≡ min
1≤i≤H

Ci(1− ui(t)) (3)
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Figure 1: Network model

2.2 Existing Methods and Their Limitations

We next explain a principle of available bandwidth on an end-to-end network path. It exploits

the relationships between one-way delay from the sender to the receiver and sending and arrival

intervals of probe packets.

The sender sends a sequence ofK probe packets to the receiver. The sending time ofk th (1 ≤

k ≤ K) probe packet from the sender is denoted astk, and the arrival time of the packet at the

receiver is denoted ast′k. The one-way delay ofk th probe packet is represented asDk = t′k − tk.

We focus on the difference between one-way delays ofk th and (k+1) th probe packets as follows.

∆Dk = Dk+1 −Dk

= (t′k+1 − tk+1)− (t′k − tk)

= (t′k+1 − t′k)− (tk+1 − tk)

= ∆t′k −∆tk (4)

∆t′k in Equation (4) is an arrival interval ofk th and (k + 1) th probe packets at the receiver, and

∆tk is a sending interval of the corresponding packets. When the sending rate of probe packets is

larger than the available bandwidth, the value of Equation (4) becomes positive since the arrival

intervals become larger than the sending intervals. On the other hand, when the sending rate at

the sender is equal to or smaller than the available bandwidth, the value of Equation (4) is roughly

equal to 0 since we can expect the interval of packets remains unchanged when passing through

the network. Note that we do not require the synchronization of clocks at senders and receivers to

evaluation Equation (4), while the measurement of one-way delay requires it.

Therefore, by sending probe packets at a certain rate and observing their arrival at the receiver,

we can determine whether the sending rate is larger than available bandwidth or not. Repeating

these operations enables the estimation of available bandwidth on an end-to-end network path.
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3 Multiple-Part Measurement of Available Bandwidth

In this section, we propose a simultaneous measurement method of multiple parts on an end-to-end

network path by extending the principle described in Section 2.

We assume that a network path between a sender and a receiver is divided into multiple parts

by intermediate routers, as depicted in Figure 2. Each part of the path from the sender is called

as 1st network section, 2nd network section, ...,N th network section. The physical bandwidth

of j th network section is denoted asC(j), and the available bandwidth is denoted asA(j), as-

suming that the physical bandwidth and the available bandwidth of each network section remains

unchanged during a measurement task. We focus on measuring the available bandwidth for all

network sections by using probe packets sent from the sender to the receiver.

3.1 Feasibility of Multiple-Part Measurement

Measuring available bandwidth of a single network section can be conducted by injecting probe

packets into the network section with various rates, which should be both larger and smaller than

the actual available bandwidth of the network section. When all of the injecting rates of all probe

packets are smaller than the actual available bandwidth, we cannot measure the available band-

width accurately. Therefore, to measure the available bandwidth of all network sections on the

path, one can consider the following condition needs to be satisfied.

min
1≤k<j

A(k) > A(j) (1 ≤ j ≤ N) (5)

Conversely, measuring available bandwidth is impossible when the available bandwidth ofj th

network section is smaller than that of (j+1) th network section. This is inspired by the expectation

that the rate at which probing packets going out of a certain network section would be equal to

or smaller than the available bandwidth of the section. However, when the probing packets are

injected at enough high rates, the outgoing rate would become larger than the actual available

bandwidth of the network section [37]. This means that there is a feasibility of measuring the

available bandwidth of network sections even when Equation (5) is not satisfied. In what follows,

we validate the feasibility by simulation experiments using ns-2.

Figure 3 shows the network topology used in the simulation experiments. The propagation

delay of the link between n4 and n5 (we call it thefirst link) and that between n5 and n6 (the
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Figure 2: Network model for multiple-part measurement on the path
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Figure 3: Network topology for simulation experiments in Subsection 3.1

second link) is 50 [ms]. Other links have5 [ms] delay. The physical bandwidth of all links in

the network is100 [Mbps]. Cross traffic is sent from node n1 to node n8 via nodes n4 and n5

at X1 [Mbps]. Another cross traffic is sent from node n7 to node n3 via nodes n5 and n6 at

X2 [Mbps]. Therefore, the available bandwidth of the first link is(100−X1) [Mbps], and that of

the second link is(100 −X2) [Mbps]. The cross traffic is constructed from UDP packets whose

sending intervals follows the exponential distribution with designated mean value. Probe packets

are sent from node n0 to node n2 via nodes n4, n5, and n6, traversing the first and second links.

The intervals of probe packets sent from node n0 is varied from1.0×10−4 [s] to 2.0×10−3 [s] in

units of1.0× 10−5 [s], which corresponds to the rate from6 [Mbps] to120 [Mbps]. The number

of probe packets sent at a time isK. The probe packet size is set to1500 [Bytes] and the packet

size of cross traffic is set to1000 [Bytes]. Under these settings, we observe incoming and outgoing

rates of probe packets at the second link. We utilize the average rate ofK0 probe packets as the

incoming and outgoing rates.

Figures 4, 5, and 6 show the simulation results, where we plot the relationship between incom-

ing and outgoing rates of probe packets at the second link whenK0 = 2, 6, and10. Figure 4 plots

the results whenX1 = 30 andX2 = 70. In the case, the actual value of the available bandwidth
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Figure 4: Relationship between incoming and outgoing rates withX1 = 30 andX2 = 70
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Figure 5: Relationship between incoming and outgoing rates withX1 = 50 andX2 = 40
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Figure 6: Relationship between incoming and outgoing rates withX1 = 50 andX2 = 30
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at the second link is30 [Mbps], which is smaller than that of the first link (70 [Mbps]) and Equa-

tion (5) is satisfied. Therefore, we expect the available bandwidth measurement of second link

can be done easily. This can be confirmed by Figure 4 where the incoming rate varies from small

values to large values close to100 [Mbps], and that when the incoming rate is large, the outgoing

rate becomes smaller than the incoming rate.

Figure 5 show the case whereX1 = 50 andX2 = 40. Since the actual available bandwidth of

the first and second links is50 and60 [Mbps], respectively, Equation (5) is not satisfied. However,

we can observe from Figure 5 that a significant portion of probe packets are injected into the second

link at rate higher than50 [Mbps], regardless of the value ofK0. Also, when the incoming rate is

high, the outgoing rate of probe packets tends to become smaller than the incoming rate, especially

with largerK0. These results mean that we can utilize the principle described in Subsection 2.2

to measure the available bandwidth of the second link, whereas Equation (5) is not satisfied. In

Figure 6, we plot the results whenX1 = 50 andX2 = 30, where the actual available bandwidth of

the first and second links are50 [Mbps] and70 [Mbps], respectively. We can observe the similar

tendency to Figure 5 and we can expect that the measurement of the second link is possible.

However, the upper limit of incoming rate is a little smaller than that in Figure 5 especially with

large value ofK0, which may degrade the measurement accuracy of the second link. This is

because the actual available bandwidth of the first link is50 [Mbps], which is quite small compared

with physical bandwidth (100 [Mbps]).

We next focus on the effect ofK0. In the case of smallK0 (Figures 4(a), 5(a), and 6(a)),

we cannot observe the stable relationship between incoming and outgoing rates of probe packets.

On the other hand, too large value ofK0 would results in that incoming and outgoing rates are

smoothed and their difference becomes invisible, as partly observed by comparing Figures 4(b)

and 4(c), Figures 5(b) and 5(c), and Figures 6(b) and 6(c). This may affect the measurement

accuracy, which is confirmed in Section 4. Furthermore, largerK0 requires the larger number of

probe packets to obtain enough probing samples. Thus, when we set the parameterK0, we must

consider the measurement accuracy and the amount of probe packets to obtain the measurement

results.
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3.2 Proposed Method

We propose available bandwidth measurement method of multiple parts on an end-to-end network

path based on the observations in Subsection 3.1. We first show the direction of the proposed

method considering a gap between an end-to-end available bandwidth measurement of a path and

the multiple parts measurement of the path. We next describe a process to measure available

bandwidth of arbitrary parts of a network path. Finally, we explain the detail of a step in the

measurement process.

3.2.1 Overview

To measure the available bandwidth of arbitrary sections of a network path utilizing the principle

shown in Section 2.2, the probe packets need to arrive at each network section at a designated rate.

But, it is difficult that the sender sends probe packets to arrive at a designated rate in an arbitrary

network section because the packet intervals varied due to fluctuating amount of cross traffic. For

this reason, the sender sends probe packets at various rates to the receiver and estimates available

bandwidth of arbitrary parts of a network path based on statistical processing. The measurement

process is described as below.

1. The sender sends probe packets to the receiver at various rates, whereas an intermediate

router on the path record an arrival time on probe packets as a timestamp.

2. When the probe packets arrive at the receiver, the receiver estimates the available bandwidth

of each network section based on arrival and departing time of probe packets at the section.

3. If the estimations of all networks complete or the measurement with high accuracy seems

to be impossible, we finish the measurement. Otherwise, we return to step 1.

In what follows, we explain the detail of steps 1 and 2.

3.2.2 Hop-by-Hop Timestamp of Probe Packets

The measurement principle explained in Subsection 2.2 based on the observation of a single pair

of incoming and outgoing rates of probe packets on the network. Therefore, the existing measure-

ment methods can obtain only the available bandwidth of the bottleneck part of the network. To

measure the available bandwidth of multiple network sections, we assume that the intermediate

16



Figure 7: Computation of available bandwidth in the proposed method

routers in Figure 2 can record the times at which probe packets passing through the router. The

proposed method utilizes those timestamps to estimate the available bandwidth of each network

section. To my best knowledge, there is no router introduced to a real network to record times on

packets, but such router is designed [38,39] for many purposes of an end-to-end measurement.

3.2.3 Calculation of Available Bandwidth Based on Statistical Processing

We propose a calculation method to give the estimation result of the available bandwidth based

on probing results as shown in Figure 5. The simulation results in Figure 5 can be abstracted into

a simple mathematical model depicted in Figure 7. The probing results can be divided into two

regions (i) and (ii). In region (i), the sending rate of probe packets is less than the actual value of

the available bandwidth. Therefore, the incoming and outgoing rates become almost equal in the

region. In region (ii), on the other hand, the probing packets are injected at higher rate than the

actual available bandwidth. In this case the outgoing rate would be smaller than the incoming rate.

We utilize a fluid model [9] to determine the outgoing rate of probe packets from incoming rates

and the actual available bandwidth. We denote the incoming rate of probe packets asx [bps] and

the outgoing rate of probe packets when incoming rate isx is denoted asy(x) [bps]. The physical

bandwidth and the available bandwidth are denoted asC [bps] andA [bps]. Then, the model in

17



Figure 7 can be represented as follows.

y(x) =

 x x ≤ A

Cx
x+(C−A) x > A

(6)

The proposed method first gathers probing samples as in Figure 5, and determines the available

bandwidth, which corresponds toA in Equation (6), by a simple regression of the equation to

fit to the probing samples. This regression in the proposed method is the modified point from

TOPP [40]. We explain the proposed method in detail.

The sender sendsK probe packets, each of which is denoted asP1, P2, ...,PK , at a certain

rate. We focus on successiveK0 packets beginning withi th packet, which corresponds toPi,

Pi+1, ..., andPi+K0−1 (1 ≤ i ≤ K − K0 + 1). We calculate the incoming and outgoing rates

from timestamps at intermediate routers, which are denoted asxi [bps] andyi [bps], respectively.

We define(xi, yi) asi th probing sample. Note that we can obtain (K −K0 +1) samples fromK

packets. We assume that the sender sends probing packets repeatedly, and obtainsNall samples.

We next divide these samples based on their incoming rates to obtain average values. We set the

resolution of rate toR0 [bps]. We then calculate the average value of incoming and outgoing rates

of samples for each rate. We denote the averaged samples as(x̂k, ŷk) (1 ≤ k ≤ ⌈C(j)/R0⌉), as-

suming thatC(j) is known in advance. We obtain the estimation results of the available bandwidth

of j th network section, denoted bȳA(j), by the below equation,

Ā(j) = argmin
A(j)

e(A(j)) (7)

wheree(A(j)) is calculated as follows.

e(A(j)) =
∑

x̂i≤A(j)

(ŷi − x̂i)
2 +

∑
x̂i>A(j)

(
ŷi −

C(j) · x̂i
x̂i + (C(j)−A(j))

)2

(8)
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4 Performance Evaluation

We evaluate the performance of the proposed method by conducting simulation experiments using

ns-2. We first evaluate the fundamental performance using 2 hop network topology including the

situation where the available bandwidth of receiver-side network is larger than that of sender-side

network. We next evaluate the influence of various situations for confirming the robustness of the

proposed method.

4.1 Fundamental Evaluation of the Proposed Method

We first confirm the basic behavior of the proposed method with a simple network topology. The

network topology is depicted in Figure 3, which is the same as in Subsection 3.1. In this topology,

the path between the endhosts consists of the non-measuring parts and the measuring parts. The

links directly connected to the endhosts on the path are not measured and the others are measured.

The physical bandwidth of all links is set to100 [Mbps]. The available bandwidth of the first link,

which locates between nodes n4 and n5, is denoted asA(1), and the available bandwidth of the

second link, which locates between nodes n5 and n6, is denoted asA(2). We varyA(1) andA(2)

from 10 [Mbps] to90 [Mbps] with 10 [Mbps] step by changing the rate of cross traffic. The timer

granularity of intermediate router is set to1.0 × 10−6 [s]. In this environment, we measure the

available bandwidth of the second link by the proposed method.

Figure 8 exhibits the simulation results on the measurement accuracy of the available band-

width of the second link. Each graph in Figure 8 has the different values of the actual available

bandwidth of the first link (A(1)). In each graph, we plot the relationship between actual and

estimated values of the available bandwidth of the second link in cases ofK0 = 2, 4, 8, 16, 32

and47. The parametersK andR0 of the proposed method are set to50 and1 [Mbps]. The center

of the error bars in the graph indicates the average of the estimation results, and the width of that

indicates 95% confidence interval.

These figures indicate that the available bandwidth at the second link is measured accurately

regardless of actual values of available bandwidth of two links (A(1) andA(2)). Especially when

A(2) < A(1), which satisfies Equation (5), the available bandwidth is measured with high accu-

racy. On the other hand, whenA(2) > A(1), which does not satisfy Equation (5), the measurement

accuracy remains reasonable. However, especially whenA(2) becomes close to100 [Mbps], the
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measurement accuracy degrades especially whenA(1) is small. This is because of the decrease in

the number of probing results whose incoming rate is larger thanA(2). We can also observe from

Figure 8 that to obtain accurate measurement results we should avoid from settingK0 = 2 since

the measurement results have significant fluctuations. This is because the relationships between

incoming and outgoing rates become unstable, as shown in Figures 4(a), 5(a), and 6(a).

4.2 Influence of Physical Bandwidth

We evaluate the influence of physical bandwidth on measurement accuracy with the same network

topology as the previous simulation experiments. The difference from the previous experiments

are values of the physical bandwidth and the available bandwidth of all links in the network.

The physical bandwidth is set to10 [Mbps] and1 [Gbps]. The cross traffic rates and available

bandwidths are configured proportionally to the physical bandwidth.

Figures 9 and 10 exhibit the simulation results of available bandwidth of the second link

where the physical bandwidth is set to10 [Mbps] and1 [Gbps], respectively. We focus on the

measurement results of the same bandwidth utilization of both the first and the second links in

Figures 8, 9, and 10. These figures indicate that the available bandwidth can be measured accu-

rately regardless of the physical bandwidth. In general, when the physical bandwidth is large, the

measurement accuracy becomes low because of timer granularity of intermediate router. However,

in the proposed method, the statistical processing can compensate the measurement accuracy.

4.3 Influence of Hop Count of a Path

We next evaluate the influence of the hop count of a path on the measurement accuracy. We first

utilize 3 hop topology to confirm the performance of the proposed method in detail. After that, we

utilize 3, 5, and 9 hop topologies to evaluate the influence of the hop count on the measurement

accuracy.

We first present the simulation results with three hop topology depicted in Figure 11. The

probe packets are sent from node n0 to node n2. The cross traffic is sent from node n1 to node n9,

from node n8 to node n11, and from node n10 to node n3. The available bandwidth of the first

link, which locates between nodes n4 and n5, is denoted asA(1), that of the second link, which

locates between nodes n5 and n6, is denoted asA(2), and that of the third link, which located
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Figure 8: Estimation results with100 [Mbps] of physical bandwidth

21



 0

 2

 4

 6

 8

 10

 0  2  4  6  8  10

E
s
ti
m

a
te

d
 v

a
lu

e
 o

f 
a
v
a
ila

b
le

 b
a
n
d
w

id
th

 [
M

b
p
s
]

Actual value of available bandwidth [Mbps]

K0=2
K0=4
K0=8

K0=16
K0=32
K0=47

Actual value of available bandwidth

(a) A(1) = 1 [Mbps]

 0

 2

 4

 6

 8

 10

 0  2  4  6  8  10

E
s
ti
m

a
te

d
 v

a
lu

e
 o

f 
a
v
a
ila

b
le

 b
a
n
d
w

id
th

 [
M

b
p
s
]

Actual value of available bandwidth [Mbps]

K0=2
K0=4
K0=8

K0=16
K0=32
K0=47

Actual value of available bandwidth

(b) A(1) = 3 [Mbps]

 0

 2

 4

 6

 8

 10

 0  2  4  6  8  10

E
s
ti
m

a
te

d
 v

a
lu

e
 o

f 
a
v
a
ila

b
le

 b
a
n
d
w

id
th

 [
M

b
p
s
]

Actual value of available bandwidth [Mbps]

K0=2
K0=4
K0=8

K0=16
K0=32
K0=47

Actual value of available bandwidth

(c) A(1) = 5 [Mbps]

 0

 2

 4

 6

 8

 10

 0  2  4  6  8  10

E
s
ti
m

a
te

d
 v

a
lu

e
 o

f 
a
v
a
ila

b
le

 b
a
n
d
w

id
th

 [
M

b
p
s
]

Actual value of available bandwidth [Mbps]

K0=2
K0=4
K0=8

K0=16
K0=32
K0=47

Actual value of available bandwidth

(d) A(1) = 7 [Mbps]

 0

 2

 4

 6

 8

 10

 0  2  4  6  8  10

E
s
ti
m

a
te

d
 v

a
lu

e
 o

f 
a
v
a
ila

b
le

 b
a
n
d
w

id
th

 [
M

b
p
s
]

Actual value of available bandwidth [Mbps]

K0=2
K0=4
K0=8

K0=16
K0=32
K0=47

Actual value of available bandwidth

(e) A(1) = 9 [Mbps]

Figure 9: Estimation results with10 [Mbps] of physical bandwidth
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Figure 10: Estimation results with1 [Gbps] of physical bandwidth
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Figure 11: 3 hop network topology

between nodes n6 and n7, is denoted asA(3). We varyA(1), A(2), andA(3) from 10 [Mbps]

to 90 [Mbps] with 20 [Mbps] step by changing the rate of cross traffic. In the environment, we

assess the measurement accuracy of the available bandwidth of the third link, depending on the

cross traffic on the first and second links.

The measurement results of the available bandwidth of the third link are presented in Fig-

ures 12–16. Each figure has a different available bandwidth of the first link. The figures indicate

that in the case where the available bandwidth of the third link is smaller than both the first link

and the second link, which satisfies Equation (5), the available bandwidth of the third link is mea-

sured with high accuracy. Furthermore, in the case where the available bandwidth of the third

link is larger than either the first link or the second link, which does not satisfy Equation (5), the

measurement accuracy remains reasonable.

We next discuss about the influence ofK0 on measurement accuracy. In the case where the

available bandwidth of the third link is smaller than both that of the first link and the second link,

which satisfies Equation (5), the high measurement accuracy is obtained when a value ofK0 is

large, such asK0 = 32, 47. This is because relationships between incoming and outgoing rates

of probe packets becomes similar to the fluid model due to smoothing incoming and outgoing

rates by increasing the number of probe packets to be utilized. Meanwhile, in the case where the

available bandwidth of the third link is larger than either that of the first or the second link, which

does not satisfy Equation (5), the measurement accuracy withK0 = 8, 16 is higher than those

with K0 = 32, 47. The reason for this is that when the value ofK0 is too large, the incoming rate

of probe packets at the third link cannot become higher than the actual available bandwidth of the

third link. On the other hand, when the value ofK0 is too small, the available bandwidth cannot

be measured accurately due to the same reason as in Figure 8.
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Figure 12: Estimation results with 3 hop topology whenA(1) = 10 [Mbps]
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Figure 13: Estimation results with 3 hop topology whenA(1) = 30 [Mbps]
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Figure 14: Estimation results with 3 hop topology whenA(1) = 50 [Mbps]
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Figure 15: Estimation results with 3 hop topology whenA(1) = 70 [Mbps]
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Figure 16: Estimation results with 3 hop topology whenA(1) = 90 [Mbps]
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We next focus on Figures 13(d) and 15(b). Figure 13(d) indicates the measurement result

when the available bandwidth of the first link and the second link is30 and70 [Mbps]. In this

case, the bandwidth bottleneck in this environment is located at the first link. On the other hand,

the bandwidth bottleneck in the environment in Figure 15(b) is located at the second link. In both

cases, the available bandwidth of the bottleneck link is30 [Mbps]. By comparing these figures, we

observe that the available bandwidth of the third link is measured accurately when the bottleneck

location is the first link compared with the case when that is the second link. This is because

when the bandwidth bottleneck is located at the first link, the number of probe packets with high

rates increases due to the changes in cross traffic at the second link. On the other hand, when

the bottleneck is located at the second link, the number of probe packets with high rates is small

because the outgoing rate from the second link becomes small due to the small available bandwidth

of the second link.

We next evaluate the influence of the hop count of the path on the measurement accuracy

utilizing the network topologies depicted in Figure 17. From the previous results, we found that

the measurement accuracy mostly depends on whether Equation (5) is satisfied or not. For this

reason, we utilize following two cross traffic scenarios.

Scenario 1 From the sender host to receiver host, the available bandwidth decreases gradually

with identical gaps.

Scenario 2 From the sender host to receiver host, the available bandwidth increases gradually

with identical gaps.

The detailed setting of the available bandwidth is summarized in Table 1. The estimation results

are shown in Figures 18 and 19 for Scenario 1 and 2, respectively. Each graph in the figures

has different hop count of the path. Figure 18 indicates that when the available bandwidth be-

comes smaller as the hop count from the sender host increases, which satisfies Equation (5), the

available bandwidth can be measured accurately regardless of the total number of hop counts be-

tween the sender and the receiver. However, Figure 19 indicates that in the opposite case, which

does not satisfies Equation (5), the estimation accuracy becomes worse as the hop count from the

sender increases. This is because when probe packets traverse multiple links with smaller available

bandwidth, their incoming rates in the following network sections becomes smaller with higher

probability.
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(b) 5 hop topology
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(c) 9 hop topology

Figure 17: Network topologies with longer hop counts

Table 1: Settings of available bandwidth in 3, 5, and 9 hop topologies

scenario 1 scenario 2

3 hop topology (90, 50, 10) [Mbps] (10, 50, 90) [Mbps]

5 hop topology (90, 70, 50, 30, 10) [Mbps] (10, 30, 50, 70, 90) [Mbps]

9 hop topology (90, 80, 70, ...,10) [Mbps] (10, 20, 30, ...,90) [Mbps]
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(b) 5 hop network
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Figure 18: Effect of hop count in scenario 1
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Figure 19: Effect of hop count in scenario 2
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Figure 20: Estimation results in multiple bottleneck situation

4.4 Performance in multiple bottleneck situation

We finally verify the performance of the proposed method in the situation when there are multiple

bottleneck locations on the path. We utilize 5 hop network topology depicted in Figure 17(b). The

physical bandwidth of the links is set to100 [Mbps] and the available bandwidth of each link from

the sender is50, 30, 50, 30, and50 [Mbps]. The estimation results are depicted in Figure 20. The

figure indicates that all links of the path are measured accurately and the bottleneck locations of

the path are specified successfully from the estimation results. This means that we can specify

the bottleneck locations of a path utilizing the proposed method regardless of the number of the

bottleneck locations.
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5 Conclusion and Future Work

In this thesis, we proposed the simultaneous measurement method of multiple parts on an end-to-

end network path. We extend the measurement principle utilized in existing measurement tools by

adding a small function to intermediate routers on the path. We validated the performance of the

proposed method by simulation experiments and obtained the results that the available bandwidth

of multiple parts of the path can be measured with reasonable accuracy even when the available

bandwidth of receiver-side network is larger than that of sender-side network. We also validated

the robustness of the proposed method in various situations.

In future work, we plan to introduce the algorithm to configure the number of probe packets

to decrease the measurement load on the network, while keeping the measurement accuracy. Fur-

thermore, we need to implement the proposed method and verify the effectiveness of the proposed

method in actual network environment.
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