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Preface

The current Internet consists of a numerous number of Internet Service Providers (ISPs), each of

which operates own network to maximize its own benefit. Since each individual ISP cannot connect

to whole part of the Internet directly, it connects to other ISPs with monetary contracts, so that it

can provide full connectivity to the Internet for its customers. The contracts between ISPs are

determined mainly by the magnitudes of ISPs. The lower-level ISP connects to the upper-level

ISP to ensure full IP reachability. Such inter-ISP link is called as a transit link. The lower-ISP

pays monetary cost to the upper-ISP according to the amount of traffic traversing the transit link,

regardless of the traffic direction. Such monetary cost accounts for a greater part of ISP’s expense.

Therefore, to suppress the monetary cost, ISPs interconnect with other ISPs whose magnitude is

comparable to themselves, by making different type contracts. A link based on such contract is

called as a peering link. It is usually used only for the traffic within the interconnected ISPs. In

general, the monetary cost is not incurred when the traffic traverses the peering link, except for

the cost paid to carrier companies for the physical link facilities. Each ISP configures the IP-level

routes for the network traffic according to those differences on monetary cost of inter-ISP links.

In recent years, on the other hand, new types of traffic routing mechanisms are getting much

attention, which largely impact on the ISPs’ cost structure. Application-level traffic routing is one

of such mechanisms. Extensive previous researches have revealed that the application-level traffic

routing can improve end-to-end network performance without any modification in the current un-

derlay network. However, because the application-level traffic routing is conducted by end-to-end

approach without any care of the monetary costs of inter-ISP links, it can be harmful to the ISPs’

cost structure. Content-centric networking (CCN), which routes packets based on content name,
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also largely affects to the ISPs’ cost structure. On the contrary to application-level traffic routing,

CCN brings positive effect on inter-ISP transit cost due to its in-network caching mechanism, be-

cause that it can reduce the traversing traffic on transit links by replying the cached contents when

there is a cache hit. However, CCN is not developed considering ISPs cost structure directly, and

in-network caching of CCN does not help reducing the transit cost of ISPs with peering relation-

ships. In this thesis, therefore, we focus on the impact of such new traffic routing technologies on

the ISPs’ cost structure, and develop comfortable methods to decrease ISPs’ network cost, while

preserving end-to-end network performance, in respect to traffic routing.

This thesis begins by developing a method to reduce transit cost of application-level traffic rout-

ing conducted by individual end user. Since ISPs and end users have their own objectives respec-

tively regarding traffic routing, application-level traffic routing should be operated considering both

standpoints, while existing methods focused only on improving end-to-end network performance.

Therefore, we propose a method to reduce inter-ISP transit cost caused by application-level traf-

fic routing, while maintaining end-to-end network performance gain, considering both standpoints

of ISPs and end users. To determine the relationships among ASes, which are required for ISP

cost-aware routing, we first construct a method to estimate the transit cost of application-level paths

from end-to-end network performance values. Utilizing the estimation results, we then propose a

novel method that controls application-level traffic routes satisfying both objectives of ISPs and end

users. Through extensive evaluations using measurement results from the actual network environ-

ments, we confirm the advantage of the proposed method, meaning that we can reduce the transit

cost while preserving the merit of application-level routing for end-to-end network performance.

In the next part of this thesis, we aim to realize an application-level traffic routing conducted

by individual operators in multiple ISPs in a distributed fashion. In the proposed method, we

assume that the operators of application-level traffic routing cooperate with each other on their

route selection, so that we can avoid performance degradation caused by route overlaps due to their

selfish decisions. As preparatory to construct the proposed routing method, we first strictly define an

optimization problem for selecting application-level traffic routes with the aim of maximizing end-

to-end network performance under transit cost limitation. We then propose an application-level

traffic routing method based on distributed simulated annealing to obtain near-optimal solutions
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to the problem. We evaluate the performance of the proposed routing method by assuming that

PlanetLab nodes utilize application-level traffic routing. From the results, we indicate that the

proposed routing method can result in considerable improvement of network performance without

increasing transit cost. In particular, in the case of using end-to-end latency as routing metric,

the number of overloaded end-to-end paths can be reduced by around 65% compared that with

non-coordinated methods. We also exhibit that the proposed method can react to dynamic traffic

demand changes and select appropriate routes.

The third part of this thesis, we focus on the in-network caching mechanism in CCN and propose

a new mechanism to reduce the transit cost by cache sharing mechanism. The in-network caching

mechanism in CCN can suppress traffic volume along the route to the host that has the content.

However, the memory spaces for caching at CCN routers are relatively small comparing to the

amount of contents required by end users. In addition, any initial access to a content from users

must use the transit link even when nearby CCN routers outside the route have the cached content.

Also, the current CCN does not have the cooperation mechanism among ISPs interconnected by

peering links. Therefore, we propose an architecture of cooperative cache sharing among CCN

routers in multiple ISPs. It aims to improve cache hit ratio, which leads the further reduction in the

inter-ISP transit cost. In the proposed architecture, the CCN routers share the memory space for

content caching. A request packet for the cached contents is forwarded to the CCN router who has

the content, even when it is not located on the route to the original content holder. We also extend

the mechanism to accommodate multiple ISPs under peering relationships to reduce transit cost by

using peering links. For that purpose, the proposed architecture considers the balance of network

traffic between cooperating ISPs by controlling the memory size for cache sharing. We evaluated the

proposed architecture by simulation experiments using the actual ISPs’ IP-level network topologies,

and showed that the inter-ISP transit cost could reduce significantly compared to the normal caching

behavior in the CCN while ensuring the fairness between the ISPs.

Finally, we discuss future works with some ideas to polish up the proposed methods in this

thesis.
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Chapter 1

Introduction

1.1 Background

1.1.1 Hierarchical Internet structure

The current Internet consists of a numerous networks constructed by Internet Service Providers

(ISPs). A network constructed by an ISP, which is composed of a number of IP routers, is called as

Autonomous System (AS), and each ISP may operate more than one AS. In general, each individual

ISP cannot connect to the whole Internet directly. Therefore, each ISP makes monetary contracts

with other ISPs, and interconnects with each other based on the contracts. Through these inter-ISP

connections, ISPs provide full IP reachability for their customers. The contracts between ISPs are

determined mainly by the magnitude of ISPs, and ISPs build up a hierarchical structure that ensures

scalability of the Internet showed in Figure 1.1.

The top-level ISPs of the hierarchical structure are referred as Tier-1 ISPs, which has the full-

route information to whole part of the Internet. The other ISPs connect to more than one upper-level

ISPs to achieve the connectivity to the Internet. Such inter-ISP link is called as a transit link. The

lower-ISP pays monetary cost to the upper-ISP interconnected by the transit link according to the

amount of traffic traversing the link, regardless of the traffic direction (we refer this cost just as

transit cost in the remainder of this thesis). Such monetary cost accounts for a greater part of ISP’s

expense, so the lower-ISP desires to reduce traffic traversing the transit link. Therefore, to suppress
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1.1 Background

Figure 1.1: Hierarchical structure of the Internet

the monetary cost, ISPs may interconnect other ISPs whose magnitude is comparable to themselves,

by making a different type contracts from the transit link. A link based on such contract is called as

a peering link. It is usually used only for the traffic within the interconnected ISPs. The monetary

cost is not incurred by traversing the peering link, except for the cost paid to carrier companies for

the physical link facilities.

Each ISP configures routes for the network traffic according to those differences on monetary

cost of inter-ISP links. The routes between ASes are advertised appropriate to policies on the ISPs’

monetary cost structure. The ISPs uses the transit links connected to the upper-ISPs only for their

own customer ISPs and end users, because the transit cost is incurred. As mentioned before, the

peering links are used only for the traffic between the interconnected ISPs and their customers, that

is to say the peering links are not used for the traffic to the upper-ISPs. Because of these policies

come from ISPs’ cost structure, the routes between ISPs have the rule termed valley-free [12, 13].

For example, Figure 1.2(a) is a valid route accordance with the valley-free rule. On the other hand,

Figure 1.2(b) indicates an invalid route because the peering link used for the traffic to the upper-level

ISP.
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(a) valid route

(b) invalid route

Figure 1.2: Valley-free rule in inter-ISP routing

1.1.2 Application-level traffic routing

Application-level traffic routing is a technique for network application to provide application-level

routes. It selects routes based on end-to-end network performance metrics such as end-to-end la-

tency, available bandwidth, and TCP throughput. The route originating from the source endhost is

determined for the network traffic, which can be either a route directly reaching the destination end-

host or a route relaying other endhost(s) before reaching the destination as depicted in Figure 1.3.

An early and typical example is the Resilient Overlay Network (RON) [14], in which each endhost

measures the end-to-end latency and packet loss ratio of the network paths to other host and chooses

a route according to the measurement results.

Application-level traffic routing can improve end-to-end network performance, which has re-

vealed by extensive existing researches. The method proposed in [15] selects the application-level

routes utilizing measurement results of capacity and available bandwidth to improve user-perceived

performance of these metrics. In [16], the authors present the method to construct and maintain
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Figure 1.3: Application-level traffic routing

application-level networks for improving user-perceived performance by selfish neighbor node se-

lection. In [17], the authors propose QoS-aware application-level routing by balancing application-

level traffic among application-level nodes to ensure end-to-end QoS. All of them target to improve

user-perceived performance such as end-to-end latency and available bandwidth for end users’ traf-

fic. Figure 1.3 shows a typical example of these advantage. We assume that IP routing uses the

direct route and that application-level routing chooses the relay route. The length of the arrow in

the IP network represents the value of the end-to-end latency. When we compare the IP routing and

the application-level routing from the source host to the destination host in this figure, the direct

route has smaller router-level hop counts, but longer end-to-end latency, as compared to the re-

lay route. Therefore, the application-level routing provides better user-perceived performance (i.e.,

end-to-end latency) than the IP routing.

1.1.3 Content-centric networking

Content-centric networking (CCN) [11] is an architecture, which routes packets based on content

name as depicted Figure 1.4, while the current Internet uses the identifier that indicates where the
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Figure 1.4: Content-centric networking

content holder is, i.e., IP address. This architecture is proposed to respond to the desire of fast and

reliable content access, while not imposing excessive consumption of network bandwidth. The CCN

can also release end users from maintaining where the requested contents exist, meaning that means

the end users can request the content with the content name, without awareness of the location

of content holder. The CCN is better suitable for content delivery and content distribution than

current IP network layer, because it has acceptable multiple sources for a single content and caching

mechanism. The CCN also supports a secure transfer of contents, where all contents transferred by

CCN includes signatures of original content holders, and they are encrypted when it is transferred.

These features are demonstrated by the authors in [11].

In-network caching is one of the important features of CCN. In CCN, the content traversing

CCN routers are cached in the memory space of CCN routers. The CCN routers do not forward the

requests for cached contents to the next hop router, alternatively return the cached contents to the

end hosts who request the contents. Because of this caching mechanism, the CCN can reduce the

traffic volume for repeatedly requested contents and also provide shorter response time for users.

For efficient cache utilization in CCN, there are some researches on cache management in CCN. The

method in [18] provided a way that the CCN routers on the route could cache without overlaps. In

[19], the authors propose a method to distribute the content chunks along the route in probabilistic
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manner. The method proposed in [20] considers the cache utilization including the outside of the

route to the original content holder, which assigns the contents to be cached at each CCN router

according to the request popularity of contents and the CCN routers collaborate on caching.

1.2 Issues for ISPs’ cost structure

1.2.1 Impact of application-level traffic routing

Although application-level routing can improve user-perceived performance, it may also generate

traffic that violates the ISPs’ routing policy. The ISPs may incur additional monetary cost due to

such traffic. If these cost increases accumulate, the transit cost over the entire network is increased.

Figure 1.5 shows a simple example of this problem. In the figure, there are three endhosts, all of

which work as application-level nodes, are connected by application-level links each other. Each

application-level link is composed of multiple inter-AS links, each of which is either a transit or

peering link. We assume that Node A generates traffic that is routed to Node C. When using the IP

or application-level routing that chooses the direct path, the traffic traverses two transit links. Con-

versely, when the application-level routing utilizes the relay path via Node B, the traffic traverses

four transit links between Nodes A and B, and those between Nodes B and C. Therefore, the sum of

the transit links traversed by the relay path is increased by two compared with the direct path and as

a consequence, the transit cost over the entire network increases. Naturally, there are possibilities

that the relay path has lower transit cost than the direct path. However, we consider that the relay

path usually has a higher transit cost because it is composed of a number of direct paths.

Even when a transit cost-aware mechanism for application-level routing is developed, an issue

of policy mismatch still exists. That is, when end users control the overlay network based on their

own objectives, it may degrade the satisfaction of ISPs, and vice versa. Therefore, a novel method

is required that considers the objectives of both ISPs and end users.
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Figure 1.5: Transit cost increase by application-level routing

1.2.2 Potential of content-centric networking to reduce transit cost

As described in Subsection 1.1.3, CCN has the in-network caching mechanism. Reducing the traffic

volume by the caching mechanism in CCN has a positive effect on the ISPs’ monetary cost. In CCN,

when the CCN router that has the requested content exists in the same ISP as the end user, the transit

cost is not incurred. Therefore, the CCN can reduce the transit cost by its caching mechanism. The

reduction of transit cost becomes large when the cache hit ratio is higher.

Generally, higher hit ratio can be realized by introducing larger storage. However, the memory

space for content caching is relatively small compared to the amount of contents required by end

users, because content cache is located at the router and it should has shorter access time compared

by the endhost-based caching mechanism like Web proxy servers. According to [21], when we use

the DRAM memory, it is expected that each CCN router may have only about 10 GB for content

cache at a maximum. The methods proposed in [18-20] can be improve the efficiency of cache

utilization, however, there are limitations on efficiency of cache memory utilization. We also believe

that there is a potential benefit for ISPs connected by the peering link to decrease the transit cost by

sharing the CCN router’s cache and accessing the cached contents with each other. Although such
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cooperative caching mechanism is proposed in [22], there is no concrete architecture to realize the

idea.

1.3 Outline of thesis

This thesis begins by a proposal to reduce transit cost caused by application-level routing for indi-

vidual end users in Chapter 2. In Chapter 3, a distributed application-level route selection method

is presented, which is assumed to be conducted by individual operators in multiple ISPs. In Chap-

ter 4, a cache sharing method among multiple ISPs is proposed. Finally, this thesis is concluded in

Chapter 5.

1.3.1 Chapter 2: Reducing inter-ISP transit cost caused by application-level routing

based on end-to-end network measurement [1-5]

In Chapter 2, we propose a novel method to decrease the transit cost of application-level routing

while accounting for the standpoints of end users and ISPs, which we call a limited application-

level routing. The proposed method chooses application-level routes using a transit cost metric

of the routes. We propose two types of route selection methods for the limited application-level

routing, which target end users and ISPs objectives, respectively.

The limited application-level routing needs the transit cost metric of application-level routes.

For this purpose, we build up a method to estimate the transit cost of application-level routes from

end-to-end network performance values that can be measured easily by application-level nodes,

such as IP router-level hop count, end-to-end latency and available bandwidth. The estimation

method is based on multiple regression analysis of network performance values.

We demonstrate the effectiveness of the proposed method by evaluating the performance of the

application-level routing that is assumed to be operated on application-level networks on a Planet-

Lab [23] and a Japanese commercial network environments. To set a baseline for the discussion,

we first evaluate the performance improvement of the application-level routing without a limitation

on the transit cost metric. Next, we evaluate the limited application-level routing using precise in-

formation on the types of inter-AS links. Then, we show the regression equations used to estimate
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value of the transit cost metric for both environments. After that, we evaluate the performance of

the limited application-level routing by using the proposed estimation method and discuss parame-

ter settings from the standpoints of ISPs and end users. From the extensive evaluations, we confirm

the proposed method has the advantage that the method can achieve considerable reduction on the

transit cost, while controlling the application-level routing according to the objectives of both ISPs

and end users.

1.3.2 Chapter 3: An application-level routing method with transit cost reduction

based on a distributed heuristic algorithm [6-9]

In Chapter 3, we focus on application-level routing based on a coordinated distributed manner

performed by application-level nodes, with the aim of improving end-to-end network performance

without increasing transit cost. First, we formulate the application-level routing and strictly define

an optimization problem for selecting application-level routes with various route selection metrics

and a limitation on the transit cost. In general, there are two candidates of coordinated algorithms to

achieve near-optimal solutions for the optimization problem: centralized and distributed algorithms.

We assume that the operator of each application-level node wants to decide the application-level

route on its own. For example, we can easily imagine a use case where each application-level node

is independently controlled by an ISP, and routes are provided to each of the ISP’s customers. In

such a case, a distributed algorithm is more desirable than a centralized one. Therefore, we propose

an application-level routing method based on a distributed heuristic algorithm that produces near-

optimal solutions to the optimization problem. We also design the proposed method to perform

route selection not only for a fixed application-level traffic demand, but also in reaction to dynamic

application-level traffic demand changes.

For the evaluation of proposed method, we assume that PlanetLab nodes utilize application-

level routing using the end-to-end measurement results of the network performance values. We first

evaluate the proposed method assuming fixed amounts of traffic demand between each application-

level node pair. Next, we evaluate the effectiveness of the proposed method in a situation where

the amount of application-level traffic demand fluctuates over time. In both cases, we compare
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performance between the proposed and non-coordinated methods, and confirm the effectiveness of

the proposed method. The experiment results show that the proposed method achieves considerable

improvement of network performance without increasing transit cost. In particular, in the case

of using end-to-end latency as routing metric, the number of overloaded end-to-end paths can be

reduced by around 65%, as compared that with non-coordinated methods.

1.3.3 Chapter 4: Cooperative cache sharing among ISPs for additional reduction in

inter-ISP transit cost in content-centric networking [10]

In Chapter 4, we propose a cooperative cache sharing method among multiple ISPs to improve

cache hit ratio for reducing the transit cost effectively. In the proposed method, the cached contents

are shared among the CCN routers in ISPs under cooperation. The CCN routers share their content

cache without overlapping of the cached contents. A request packet for the cached contents is

forwarded to the CCN router who has the content, even when it is not located on the route to the

original content holder. This enables to improve cache hit ratio. We introduce a mechanism to keep

the consistency among ISPs’ cache since cache miss causes the extra traffic on the transit links of

cooperating ISPs. We also design mechanisms to balance the network traffic to cached contents

between cooperating ISPs to ensure the fairness between ISPs by controlling the CS size for cache

sharing and by the content duplication in the shared cache.

We evaluate the performance of the proposed method by simulation experiments using the actual

ISPs’ IP-level network topologies. From the evaluation results, we show the proposed method can

reduce the transit cost effectively compared with the normal CCN caching mechanism by up to

45%, while ensuring the fairness between ISPs’ under cooperation.
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Chapter 2

Reducing inter-ISP transit cost caused

by application-level routing based on

end-to-end network measurement

2.1 Introduction

Application-level traffic routing is a routing mechanism on application layer that provides application-

level routes for network application traffic. One advantage of application-level routing is that user-

perceived network performance, such as end-to-end latency and available bandwidth, can be im-

proved without modifying the current IP network [24-26]. Although this policy mismatch improves

end-to-end network performance, it generates a problem for the ISPs’ cost structure. Specifically,

the inter-ISP transit cost is increased over the entire network [27, 28, 43]. To reduce transit cost, the

locality-aware method has been proposed in [29] that controls network traffic based on the locality

inferred from the IP address prefix or domain name. However, those types of information are not

always suitable for estimating the locality of the Internet topology. Application-layer Traffic Opti-

mization (ALTO) [30], which is based on the concept of P4P [31] is another approach that attempts

to reduce transit cost by controlling outgoing traffic from an ISP while considering the utilization

of its connected transit and peering links. However, such a mechanism can only optimize outgoing
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traffic from a single ISP, and it cannot control incoming traffic. Moreover, that mechanism cannot

optimize the end-to-end network traffic governed by multiple interconnected ISPs. To reduce transit

cost across the entire network, a routing mechanism based on transit cost information between ISPs

on end-to-end paths is required. However, the contract information between ISPs is not available in

general and a simple end-to-end measurement or estimation method to obtain this information has

yet to be developed.

In this chapter, we propose a novel method to decrease the transit cost of application-level rout-

ing while accounting for the standpoints of end users and ISPs, which we call a limited application-

level routing (we describe application-level as AL for short in this chapter). The proposed method

chooses AL paths using a transit cost metric of the paths. We propose two types of path selection

methods for the limited AL routing, which target end users and ISPs objectives, respectively.

The limited AL routing needs the transit cost metric of AL paths. For this purpose, we build

up a method to estimate the transit cost of AL paths from end-to-end network performance values

that can be measured easily by AL nodes, such as router-level hop count, end-to-end latency and

available bandwidth. The estimation method is based on multiple regression analysis of network

performance values.

We demonstrate the effectiveness of the proposed method by evaluating the performance of the

AL routing that is assumed to be operated on AL networks on a PlanetLab [23] and a Japanese

commercial network environments. To set a baseline for the discussion, we first evaluate the per-

formance improvement of the AL routing without a limitation on the transit cost metric. Next, we

evaluate the limited AL routing using precise information on the types of inter-AS links. Then, we

show the regression equations used to estimate value of the transit cost metric for both environ-

ments. After that, we evaluate the performance of the limited AL routing by using the proposed

estimation method and discuss parameter settings from the standpoints of ISPs and end users.

The remainder of this chapter is organized as follows. In Section 2.2, research background

on AL routing is given and the problem of increased transit cost and incentives for reducing it are

described. In Section 2.3, we propose a method to reduce transit cost. In Section 2.4, we explain the

dataset used for evaluation of the proposed method, and then we present the results of the evaluation

in Section 2.5. Finally, in Section 2.6, we summarize our conclusions.
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2.2 Background on application-level routing

2.2.1 Effectiveness of application-level routing

Application-level routing can improve end-to-end network performance by choosing the paths

based on application-level network performance metrics, such as end-to-end latency, packet loss

ratio, available bandwidth, and TCP throughput. This advantage of AL routing is mainly a result

of the policy mismatch between IP routing and AL routing. AL routing typically makes their rout-

ing decisions that improve user-perceived performance using these metrics. Conversely, IP routing

is based primarily on metrics such as router-level and AS-level hop counts, which do not always

correlate to user-perceived performance.

In addition, ISPs have their own cost structures based on commercial contracts with their neigh-

boring ISPs, and IP-level routing configurations are affected considerably by these cost structures.

Two types of links are common between ASes1: transit links that connect the upper-level and the

lower-level ISPs, and peering links that are used for peering relationship. The monetary cost of the

transit link is usually determined by the amount of traffic traversing the link, and transit links can

be used by an ISP’s customers. In contrast, there is almost no monetary charge for peering links,

except for the cost paid to carrier companies for the physical link facilities. Therefore, peering links

can be used only by traffic between interconnected ISPs.

A simple example of the advantage of AL routing are described at Section 1.1.2.

2.2.2 Impact on the cost structure of ISPs

Although AL routing can improve user-perceived performance, it may also generate traffic that does

not follow to the ISPs’ cost structure (i.e., the IP routing policy provided by the ISPs), and so the

ISPs may incur additional monetary cost due to such traffic. If these cost increases accumulate, the

transit cost over the entire network is increased. A simple example of this problem are described at

Section 1.2.1.

1We ignore sibling links because they connect ASes belonging to the same organization.
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2.2.3 Related works

The method proposed in [15] selects the AL paths utilizing measurement results of capacity and

available bandwidth. In [16], the authors present the method to construct and maintain AL networks

for improving user-perceived performance by selfish neighbor node selection. In [17], the authors

propose QoS-aware AL routing by balancing AL traffic among AL nodes. All of them target to

improve user-perceived performance such as end-to-end latency and available bandwidth for end

users’ traffic, which is not specified for particular kinds of application. This feature is the same

as that of our method proposed in this chapter. However, the methods proposed in [15-17] are not

treat the inter-ISP transit cost that incurs a considerable impact from the AL routing as described in

Subsection 2.2.2.

The method proposed in [33] uses a cost for AL path creation and AL traffic routing in an

abstract way and optimizes the cost. In [34], the authors focus on the resource allocation on AL

networks and try to deal it as optimization problem. Although these methods can treat various kinds

of cost by including it in their optimization problems, they have not considered the inter-ISP transit

cost.

2.3 Proposed method

We first explain the network model utilized in this chapter. Next, we propose a limited AL routing

with two path selection methods. One of those methods appropriate to the standpoint of end users

and the other is for that of ISPs. Then, we present some use cases from both standpoints. Finally,

we propose a method of estimating a transit cost metric from network performance values that can

be obtained easily.

2.3.1 Network model

We assume the network model depicted in Figure 2.1. The underlay network is constructed from a

number of ASes, and each AS is constructed from a number of IP routers. Each AS is connected to

its neighbors by transit or peering links. A transit cost is incurred whenever traffic traverses a transit
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Figure 2.1: Network model

link. Note that we ignore which ISPs connected by transit links are upper-level or lower-level ISPs,

since we consider reduction in the transit cost over the entire network.

An AL network is constructed over the underlay network and end hosts located at ASes perform

as AL nodes. We term AL nodes just as nodes in the remainder of this chapter. We assume that the

AL routing can utilize the AL links between all node pairs to evaluate the potential performance to

reduce the transit cost due to the AL routing.

An AL routing is operated on the AL network and can provide a route from the source node to

the destination node. We consider the following two types of AL paths.

direct path It is a path from the source node to the destination node that is routed directly. A direct

path consists of only a single AL link between the source and destination nodes, and so the

direct path is equal to that provided by IP-level routing alone.

relay path It is a path from the source node to the destination node via another node. Here, we
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consider only two-hop paths, because paths with greater hop counts do not contribute to

improve user-perceived performance [32]. Thus, a relay path consists of two AL links.

2.3.2 Limited AL routing

The limited AL routing can be implemented using any of the metrics associated with transit links.

As a generalization, we describe the limited AL routing using only a transit cost metric.

In what follows, mi j is the value of the transit cost metric for the AL link between nodes i and

j. Hence, the value of transit cost metric for the direct path between nodes i and j and that of the

relay path via node k are given, respectively, as follows.

Mi j = mi j (2.1)

Mik j = mik + mk j (2.2)

Improving user-perceived performance under inter-ISP transit cost constraint

One path selection method focuses on the upper limit of increases in the value of transit cost metric.

This selection method considers the end users’ objectives. The constraint on the value of transit

cost metric when choosing a relay path instead of a direct path is defined as follows.

Mik j ≤ Mi j + α (2.3)

where α is the upper limit of the increase in the value of transit cost metric through using the

relay path. The AL routing thus selects the relay path with the best performance from all possible

candidates under this constraint. Here, the performance of direct path between nodes i and j is

denoted Pi j, and the performance of relay path via node k is denoted Pik j. Then, we define the

improvement ratio of user-perceived performance, which is denoted Îi j, as follows.

Îi j = Pi j/min
k,i, j

(
Pik j
)

(2.4a)

Îi j = max
k,i, j

(
Pik j
)
/Pi j (2.4b)
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Here, Equation (2.4a) is used in the case that a low performance metric value represents better

performance, such as end-to-end latency. Conversely, Equation (2.4b) is used when a high value

represents better performance, such as available bandwidth. Note that when no relay path has better

performance than the direct path, the improvement ratio becomes smaller than one. In other words,

the AL routing with this path selection method provides the performance improvement for the data

transmission between nodes under the limitation on the increase degree of the value of transit cost

metric.

Reducing inter-ISP transit cost under user-perceived performance constraint

The other path selection method focuses on the decrease in the AL routing performance. This

method considers the ISPs’ objectives. When the best performance by the AL routing between

nodes i and j without considering the value of transit cost metric is provided by the relay path via

node l, we define the constraints on the degree of decrease in AL routing performance as follows.

Pik j ≤ Pil j × (1 + β) (2.5a)

Pik j ≥ Pil j × (1 − β) (2.5b)

where β determines the lower limit of the decrease degree of the performance of the AL routing

compared with the best performance. Note that when a low value represents better performance,

Equation (2.5a) should be satisfied, and when a high value represents better performance, Equation

(2.5b) should be satisfied. Then, the AL routing selects a path with the lowest value of transit cost

metric while satisfying Equations (2.5a) or (2.5b). The reduction in the value of transit cost metric,

which is denoted as M̂i j, can be defined as follows.

M̂i j = Mil j −min
k,i, j

(
Mik j
)

(2.6)

In other words, this path selection method can reduce the value of transit cost metric under a given

decrease in the user-perceived performance compared with that of the best path.
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2.3.3 Use cases

In this subsection, we present some use cases of proposed limited AL routing.

For end users

For the standpoint of end users, we assume the situation where the end users construct an AL

network by their end hosts as AL nodes. Each AL node measures the network performance of AL

links by end-to-end manner and exchanges the measurement results of network performance with

other AL nodes. After that, each end user selects an AL path independently. We can also presume

another case where a content provider sets up AL nodes on a number of ISPs and operates AL

networks to provide their contents to end users with high network performance. As a similar use

case, companies providing cloud network service operate AL nodes and conduct the AL routing to

improve network performance among the cloud networks.

In those cases, the end users can achieve the benefit, which is the improvement of network

performance, provided by the AL routing. For the case of content provider, they can increase their

revenue from end users in return for better quality of content delivery. Hence, the end users and the

content provider have incentive to operate it. On the other hand, the AL routing focusing only to

improve user-perceived performance may be harmful to ISPs because the AL traffic may generate

additional transit cost. The considerable increase of transit cost causes ISPs to control or shut out

the AL traffic. The proposed limited AL routing in Subsection 2.3.2 can resolve such situation by

setting the upper limit of increase in transit cost generated by AL traffic.

For ISPs

For the standpoint of ISPs, we suppose the case that a number of ISPs set up AL nodes at own

IP network. Comparing to the case for end users, when ISPs operates an AL routing, they can

monitor the under-lay networks directly. Utilising these measurement results, they can perform

the AL routing more effectively than end users. They share the measurement results of network

performance among the ISPs and each ISP selects AL paths for the end users belonging to the ISP.

Alternatively, we can assume that the ISPs organize an alliance for AL routing and the alliance
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operates the AL routing in centralized manner. In both cases, after selecting the AL paths, the ISPs

or the alliance provide these paths to end users by an architecture such as ALTO.

In those cases, by using the cost-aware AL routing, the ISPs mainly achieve the benefit, because

that the ISPs can reduce the transit cost compared with the case that the end users select the AL

paths selfishly. However, if ISPs selects the AL paths only focusing on the reduction of transit cost,

the end users lost the incentive to use the AL paths provided by the ISPs since such AL paths do

not improve user-perceived performance. The proposed limited AL routing in Subsection 2.3.2 can

select the AL paths maintaining the improvement of user-perceived performance while decreasing

the transit cost.

2.3.4 Transit cost estimation of an AL path

Although the limited AL routing described above uses a transit cost metric of an AL path, such

as the number of transit links, the exact value of the metric cannot be explicitly known by nodes

because the contract information between ISPs is not disclosed in general. Furthermore, an effective

method to measure the value of transit cost metric in an end-to-end manner has yet to be proposed.

Indeed, in [13], the relationships among ISPs are inferred by collecting Border Gateway Protocol

(BGP) messages from numerous backbone routers, which are also difficult to obtain by end users.

In addition, the relationships between IP address prefix and AS numbers to obtain the AS-level

paths are based on BGP messages. Although these information can be obtained at CAIDA [35] and

Route Views Project [36] and we utilized them, it is unrealistic in the actual situations that the all

AL nodes obtain such information at such as CAIDA and Route Views Project. Furthermore, these

information should be obtained periodically, because they change in time. Therefore, we propose

a method of estimating the value of transit cost metric of an AL link using network performance

values that can be measured easily by nodes.

We first investigate the correlation between the true values of transit cost metric of paths be-

tween AL nodes obtained by a method such as [13] and network performance values that are ob-

tained easily by end-to-end measurement, such as router-level hop count, end-to-end latency, and

available bandwidth. We find linear relationships between the number of transit links that have
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strong correlation with the true metric value of transit cost and each network performance value

from the graph of the number of transit links vs. each network performance value using the Plan-

etLab dataset described in Section 2.4. Therefore, we utilize Pearson’s correlation coefficient C in

Equation (2.7).

C =

∑
(mt

i j − m̄t)(xi j − x̄)√∑
(mt

i j − m̄t)2
√∑

(xi j − x̄)2
(2.7)

where mt
i j is the true value of transit cost metric of the AL link between nodes i and j, and xi j is

each performance value (i.e., router-level hop count, end-to-end latency, and available bandwidth).

m̄t and x̄ then represent the average values of each variable, respectively.

Then, to perform the estimation, we select some parameters that are highly correlated to the

value of transit cost metric. We conduct a multiple regression analysis on the selected parameters

and thus derive the regression equation from the analysis to estimate the value of transit cost metric.

We employ a linear least squares method to derive the regression equation. If xq
i j is the q-th

parameter value of the AL link between nodes i and j, then the regression equation to estimate the

value of transit cost metric of the AL link, me
i j, is described as follows.

me
i j = b0 + b1x1

i j + b2x2
i j + . . . + bnxn

i j (2.8)

where b0 is the intercept of the equation, bq is the partial coefficient value of the q-th parameter

calculated by the multiple regression analysis, and n is the number of parameters.

Once the regression equation is derived, the all AL nodes can estimate the transit cost of AL

path by the network performance values that are easily obtained by themselves. In addition, the

regression equation can be reused in other network environments if the property of the network

environment is similar to where the regression equation is derived.
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2.4 Dataset

To evaluate the proposed method, we utilize data obtained from two kind of actual network en-

vironments. One network environment is constructed from PlanetLab nodes, and the other from

nodes located at Japanese commercial ISPs. To evaluate the AL routing and the proposed method

in both environments, we must know the following properties of the end-to-end path between AL

nodes: end-to-end latency, available bandwidth, router-level path and hop count, and AS-level path

and hop count. We also require the information on the transit/peering relationships between ASes

to evaluate a value of transit cost metric of the AL routing. In the remainder of this section, we

describe both environments and explain how to obtain their property values.

2.4.1 PlanetLab environment

For the PlanetLab environment, we obtained a dataset among the 459 PlanetLab nodes that were

active when we obtained the measurement data. Actually, because a number of end-to-end paths

were found for which we could not obtain the measurement data, we used the measurement data of

64 077 end-to-end paths between nodes.

End-to-end latencies We obtained latencies of end-to-end paths between PlanetLab nodes from

Scalable Sensing Service (S 3) [37]. In S 3, the measurement results are available for all

network paths between PlanetLab nodes, and are summarized every four hours. S 3 uses two

types of end-to-end latencies, one is measured latency that is actual measured values and

the other is nv estimated latency that is estimated by the method proposed by Sharma et al.

in [38]. Since measured latency was not available for large part of node pairs, we utilized

nv estimated latency in this chapter.

Available bandwidths They were obtained in the same way as end-to-end latencies. We utilized

the results of available bandwidth measurements with Spruce [39] in S 3.

IP-level paths and router-level hop counts We conducted traceroute commands between all

node pairs in PlanetLab. Here, we utilized the traceroute results obtained on November

12, 2008.

– 21 –



2.4 Dataset

AS-level paths and AS-level hop counts We converted the IP-level paths into AS-level paths by

using the relationships between IP address prefixes and AS numbers, which are available at

the Route Views Project [36].

Transit/peering information To obtain a value of transit cost metric for each path, we used the

information on transit/peering relationship between ASes that is available at CAIDA [35].

This information is obtained with the method in [13]. However, CAIDA does not provide

the relationship information for all links between ASes. Furthermore, there are many IP

addresses for routers whose corresponding AS numbers cannot be obtained by the method

described above. Therefore, we applied two additional methods to infer the relationship

information. The first method is based on the degree of each AS (the number of outgoing

links to other ASes). We first obtained the degree of each AS from CAIDA database and

then derived the ratio at which the relationship was peering for each pair of degrees of ASes.

Figure 2.2 depicts the distribution of the ratio for various pairs of ASes’ degrees, where z-

axis is the percentage of ASes pairs that have peering links in each cell. Then, the unknown

relationship information was stochastically determined according the ratio distribution. The

second method is based on the BGP property. When the AS number of the router on an

IP-level path cannot be obtained by above-described method, this indicates that the BGP

does not advertise the AS number of the router. This may mean that there is no need to

advertise the number since the router belongs to the same AS at which the previous-hop

router is located. For this reason, as depicted in Figure 2.3, when there exists an IP-level path

which is constructed of the router of AS X, the router whose AS number is not advertised,

and the router of AS Y, the relationships between each router were estimated as peering and

as the relationship between AS X and AS Y, respectively. Consequently, we could infer the

unknown relationship between a non-advertised router and AS Y’s router once we had already

obtained the relationship between AS X and AS Y.

To exhibit the characteristics of the environment, we show the average and variance values

of end-to-end latencies and available bandwidth in Table 2.1. We also present the average and

variance values of degrees of the ASes where the PlanetLab nodes are located in Table 2.2, which
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Table 2.1: Average and variance values of network performance
PlanetLab Japanese commercial

end-to-end available end-to-end
latency bandwidth latency

average 152 ms 48,214 kbps 31 ms
variance 2.5 × 104 9.5 × 109 3.3 × 102

Table 2.2: Average and variance values of AS-level degree
PlanetLab Japanese commercial

average 27 21
variance 12,061 1,028
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Figure 2.2: Peering ratio from the degree of each AS pair

are calculated by the AS-level links observed in the traceroute results.

In the PlanetLab environment, we assumed two types of AL networks. One network was the

constructed from all nodes in the PlanetLab environment, which we call the full PlanetLab network.

The other network, which we call the generalized PlanetLab network, was built such that the effect

of geographical distribution of AL nodes could be evaluated. The node distribution of the general-

ized PlanetLab network was constructed to conform to the Internet host distribution. To this end,
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Figure 2.3: Relationships inferred from BGP property

Table 2.3: Number of ASes in each RIR and number of nodes for evaluation
RIR (region name) number number

of ASes of nodes
ARIN (North America) 24422 50

RIPE NCC (Europe) 21065 43
APNIC (Asia) 5782 12

LACNIC (South America) 2815 6

we referred to the number of ASes in Regional Internet Registries (RIRs) in the current Internet

obtained from [40], and to the number of PlanetLab nodes used in each region, which is propor-

tional to the number of ASes (Table 2.3). We randomly selected PlanetLab nodes from each region

according to Table 2.3. Comparing these AL networks, we evaluate the effect of geographical node

distribution on the proposed method in Section 2.5.4.

2.4.2 Japanese commercial network environment

The dataset for the Japanese commercial network environment was obtained from a colleague. The

environment is composed of 18 nodes of 13 Japanese commercial ISPs. The data of 289 end-to-end

paths between nodes were used. This dataset included the full-mesh traceroute results and end-

to-end latencies measured using ping commands. Thus, end-to-end latencies, IP-level paths, and

router-level hop counts could be determined from the dataset. The dataset utilized in this chapter

was obtained on March 22, 2009. Note that we cannot obtain the data on available bandwidth,

because that the measurement puts an extra load on the Japanese network environment. Then, the

evaluation on the available bandwidth-based AL routing is excluded from Section 2.5.

The average and variance values of end-to-end latencies and degrees of the ASes where the

– 24 –



Chapter 2. Reducing inter-ISP transit cost caused by application-level routing based on end-to-end network
measurement

nodes are located are shown in Tables 2.1 and 2.2, respectively.

The AS-level paths and hop counts and transit/peering information were obtained in the same

manner for the PlanetLab environment.

In the Japanese commercial network environment, we assume the AL network constructed from

all nodes in the Japanese commercial network environment, and we call this the Japanese network.

Because the dataset of Japanese commercial network environment is measured under non-

disclosed conditions, we cannot describe the details of the geographical locations of the nodes

in the environment. However, we ensure that the Japanese commercial network environment covers

the wide area of Japan including large ISPs’ network.

2.5 Numerical evaluation

In this section, we first evaluate the performance improvement of AL routing without a limitation

on the transit cost metric in order to set a baseline for the discussion. Next, we evaluate the limited

AL routing using the precise information of relationships between ASes in order to confirm the

potential performance improvement. After that, we present the regression equations, as explained

in Subsection 2.3.4, for the two networks on the PlanetLab and one networks on the Japanese

commercial environment. Then, we show the evaluation results of the limited AL routing by using

the estimated transit cost value calculated through the regression equations. We also confirm the

effect of the geographical node distribution on the proposed method.

We utilize end-to-end latencies and available bandwidths between nodes as path selection met-

rics for the AL routing. We denote the end-to-end latency of the AL link between nodes i and j as

δi j. Then the end-to-end latency of the direct path between the nodes denoted as Di j and that of the

relay path via node k denoted as Dik j, are defined as follows.

Di j = δi j (2.9)

Dik j = δik + δk j (2.10)

We do not explicitly include the processing cost of relaying traffic in Equation (2.10) because this
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processing cost may be negligibly-small compared with propagation and congestion delays. To cite

a case, the end-to-end latency of a relay path is approximately equal to the sum of the latencies of

the direct paths that form the relay path in [41]. We denote the available bandwidth of the AL link

between nodes i and j as ωi j. Then the available bandwidth of the direct path between the nodes

denoted as Bi j, and that of the relay path via node k denoted as Bik j, are defined as follows.

Bi j = ωi j (2.11)

Bik j = min
(
ωik, ωk j

)
(2.12)

We utilize Equations (2.4a) and (2.5a) as the improvement ratio and constraint on the performance

of AL routing, respectively, when end-to-end latency is employed as the routing metric, and Equa-

tions (2.4b) and (2.5b) when the available bandwidth is employed.

Since transit cost is generated by the traffic traversing the transit links, the cost is highly cor-

related to the number of transit links and the amount of traffic. We assume that the same billing

mechanism is used for all transit links and that the traffic volumes between all AL node pairs are

equal. Based on these assumptions, when an AL path traverses transit links, the AL path costs one

per transit link in the evaluation. We utilize the value calculated by this definition as the transit

cost metric for the limited AL routing. Of course, we can assume a specific billing mechanism for

each transit link. However, because information is unavailable on how ISPs configure their billing

mechanisms in practice, we use the simplest transit cost metric (i.e., one per transit link) in the

evaluation.

We further assume that the value of transit cost metric based on the transit/peering information

obtained by the method described in Section 2.4 is the true value of transit cost metric, because

we consider that the transit/peering information reflects the actual network condition, since this

information is acquired from numerous BGP routing tables and traceroute results. Moreover, the

information has high accuracy compared with the estimated value of transit cost metric calculated

by Equation (2.8), which is derived from only the network performance values easily obtainable

by the nodes. The distribution of the true value of transit cost metric between PlanetLab nodes is

shown in Figure 2.4. We use this distribution as the baseline for the discussion in the evaluation.
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Figure 2.4: Distribution of the true value of transit cost metric of AL links in PlanetLab network
environment and Japanese commercial network environment

2.5.1 Unlimited AL routing

The “no limit” lines in Figure 2.5 plot the cumulative distribution of the improvement ratios as

defined in Equations (2.4) for the full PlanetLab network. Here, end-to-end latency is employed

as the performance metric in Figure 2.5(a) and available bandwidth is employed in Figure 2.5(b).

The results in Figure 2.5 are based on the median value of dataset recorded over a two-week period

from November 12, 2008 to November 25, 2008. The ratio of node pairs that have at least one relay

path that has smaller end-to-end latency than the direct path is 22%. In the case of available band-

width, the percentage is 97%. These results agree with the results in [32], implying that available

bandwidth-based AL routing improves user-perceived performance significantly.

The “no limit” line in Figure 2.7 shows the result in the same manner as the line in Figure 2.5

for the Japanese network. Since we do not have the data about available bandwidth for this envi-

ronment, the evaluation is only on the end-to-end latency-based AL routing. The ratio of node pairs

that have at least one relay path that is better than the direct path is 15%.

2.5.2 Limited AL routing with precise information on transit links

Next, we show the results for the case when a limitation is placed on the true value of transit cost

metric. This value is based on the precise relationship information among ASes obtained by the
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method explained in Section 2.4. The detailed algorithm of limited AL routing can be found in

Section 2.3.2.

Figure 2.5 exhibits the cumulative distribution of the improvement ratio for the full PlanetLab

network when limiting the increase in the true value of transit cost metric. Path selection method

here focuses on the upper limit of the increase in the value of transit cost, α, by using Equation

(2.3). Note that when α is too small, relay paths satisfying the limitation cannot be found for some

node pairs. These node pairs are accounted for at the origin of the x-axis. Figure 2.5 indicates that,

no matter which routing metric is used, as α increases, the performance improvement of the AL

routing approaches that for the case without the limitation. Furthermore, when α is greater than

or equal to three or four, the performance improvement of the AL routing becomes approximately

equal to the case without the limitation. From these results, we conclude that the AL routing with

the upper limit of the increase in the true value of transit cost metric can provide the performance

improvement of the AL routing similar to the case without the limitation, when the upper limit of

the increase is greater than or equal to three or four. Figure 2.6 shows the cumulative distribution of

the true value of transit cost metric for AL paths between all node pairs. These paths are the same

as those chosen in Figure 2.5 for the full PlanetLab network. This figure tells that when α is two in

the AL routing with the proposed method, the 80-th percentiles are 5.0 for the case of latency and

5.0 for the case of available bandwidth, respectively, whereas the values without the limitation are

6.0 and 6.4. When α is three, the 80-th percentiles are 5.5 for the case of latency and 7.0 for the

case of available bandwidth. For the total transit cost of the all AL paths, when α = 2, the limited

AL routing reduces the transit cost by 11% for the end-to-end latency and by 25% for the available

bandwidth comparing the case without the limitation. When α = 3, these values are 9% for the

end-to-end latency and 22% for the available bandwidth. Then, the limited AL routing with the

precise information can reduce transit cost to a certain degree, although this degree is small for the

case of latency.

Figure 2.7 shows the results in the same manner as Figure 2.5 for the Japanese network. The

trend of the results is the same as that in the full PlanetLab network, which is that the performance

improvement approaches that for the case without limitation as α increases, except one difference.

That is, when α is greater than or equal to one (three or four for the full PlanetLab network), the
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Figure 2.5: Improvement ratio distribution with the limitation on the true value of transit cost metric
(full PlanetLab network)
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Figure 2.6: Transit cost distribution with the limitation on the true value of transit cost metric (full
PlanetLab network)

performance improvement is approximately equal to that without the limitation. This lower value

of α is due to the difference in the network property between both environments, that is, the true

transit cost of paths in the Japanese commercial network environment is smaller than that in the

PlanetLab environment. Figure 2.8 then shows the results in the same manner as Figure 2.6 for the

Japanese network. When α is one in the AL routing with the proposed method, the 80-th percentile

is 3.0 whereas the value without the limitation is 4.0. For the total transit cost of the all AL paths,
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Figure 2.8: True metric value of transit cost distribution with the limitation on the true value of
transit cost metric (Japanese network)

when α = 1, the limited AL routing reduces the transit cost by 27%. The same advantage as for the

full PlanetLab network is thus revealed.

2.5.3 Limited AL routing with estimated value of transit cost value

Regression equations and estimation accuracy

To evaluate the limited AL routing with the proposed estimation method in Subsection 2.3.4, we first

derived regression equations (Equation (2.8)) for the three AL networks described in Section 2.4.
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Table 2.4: Correlation coefficients (full PlanetLab network)
Router-level hop count 0.420

End-to-end latency 0.300
Available bandwidth -0.027

Table 2.5: Partial coefficients of the regression equation
by br bd

Full PlanetLab network 1.22 0.135 0.00263
Japanese network -1.48 0.240 -0.000889

Generalized PlanetLab network 0.846 0.145 0.00120
(0.20) (7.56 × 10−4) (1.08 × 10−6)

We calculated the correlation coefficients in Equation (2.7) between the true value of transit cost

metric and the following three metrics: router-level hop count, end-to-end latency, and available

bandwidth for all nodes in the PlanetLab environment. The calculation results are listed in Table 2.4,

and based on these results, we omitted the available bandwidth from the regression equation because

its correlation was quite weak compared with the other two metrics. Since we do not have available

bandwidth data for the Japanese network, the same parameters (i.e., router-level hop count and end-

to-end latency) were also selected in the regression equation. When the router-level hop count and

the end-to-end latency of the AL link between nodes i and j are denoted as hi j and δi j, respectively,

then Equation (2.8) can be rewritten as follows.

µe
i j = by + brhi j + bdδi j (2.13)

where by is the intercept of the equation, and br and bd are the partial coefficients of the router-level

hop count and the end-to-end latency, respectively. The partial coefficients (by, br, and bd), which

are the results of the multiple regression analysis, for the three networks are listed in Table 2.5.

We also show the evaluation results of the estimation accuracy of the regression equation to

verify the effectiveness of the analysis. The estimation error between the true and the estimated

value of transit cost metric of an AL link is calculated for each AL node pair. The true value of

transit cost metric of the AL link between nodes i and j is denoted as µt
i j, and the estimated value by
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Figure 2.9: Estimation error distribution of the regression equation for all AL links in each network
environment

the regression equation is demoted as µe
i j. Then the estimation error of the AL link, di j, is obtained

as follows.

di j = µe
i j − µt

i j (2.14)

Note that we consider both positive and negative values of the estimation errors. When the value

is positive, it indicates that the transit cost is overestimated and the available relay paths are ex-

cessively restricted. Conversely, when the value is negative, it indicates that the transit cost is

underestimated and the transit cost can be relaxed actually.

Figures 2.9 plot the cumulative distribution of di j for all node pairs in each network environ-

ment. For comparison, the results of the single regression analyses on the router-level hop count and

end-to-end latency are also plotted, respectively. The figures indicate that the maximum absolute

estimation errors resulting from Equation (2.8) are smaller than four for the PlanetLab environment,

three for the Japanese commercial network environment. The absolute estimation errors are smaller

than one for almost 60% of the AL links in both network environments. Furthermore, compared

with the results obtained by the single regression analyses, the multiple regression equation can give

the highest estimation accuracy.

The differences between the regression equations for both environments can be observed in
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Table 2.5. These differences of network properties may be caused by the differences between the

PlanetLab and the Japanese commercial network environments. PlanetLab is a global research

network and is constructed from the nodes that are in universities and enterprises, whereas the

Japanese commercial environment is constructed from the nodes located at Japanese commercial

ISPs. In addition, PlanetLab nodes are spread more geographically than Japanese commercial en-

vironment. Hence, the proposed method can obtain the regression equations appropriate to each

network’s properties.

Improvement in user-perceived performance under limitation on inter-ISP transit cost

Figure 2.10 plots the results in the same manner as Figure 2.5 for the full PlanetLab network using

the estimated value of transit cost metric instead of the true value. This figure tells that when α

is smaller than three, many node pairs who do not have any relay path and the portion increases

significantly compared with the results in Figure 2.5, since a significant portion of the node pairs

cannot find any relay paths satisfying the limitation. This is because of the estimation error de-

scribed in Subsection 2.5.3. In contrast, when α is greater than or equal to three, the improvement

is approximately the same as in the case without the limitation and that with the limitation on the

true value of transit cost metric (Figure 2.5). From these results, we conclude that the AL routing

with the proposed method, which has no precise information on transit links, can achieve the same

performance as the case with the precise information. Figure 2.11 shows the results in the same

manner as Figure 2.6 for the full PlanetLab network. This figure tells that when α is two in the AL

routing with the proposed method, the 80-th percentiles are 5.0 for the case of latency and 5.0 for

the case of available bandwidth, respectively. When α is three, the 80-th percentiles are 6.0 for the

case of latency and 7.5 for the case of available bandwidth. For the total transit cost of the all AL

paths, when α = 2, the limited AL routing reduces the transit cost by 25% for the end-to-end latency

and by 47% for the available bandwidth comparing the case without the limitation. When α = 3,

these values are 3% for the end-to-end latency and 17% for the available bandwidth. Comparing

Figures 2.6 and 2.11, when α equals to zero or one, we can see that the limited AL routing with the

estimated transit cost excessively limits the transit cost, which is because of the estimation error of
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Figure 2.10: Improvement ratio distribution with the limitation on the estimated value of transit cost
metric (full PlanetLab network)
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Figure 2.11: Transit cost distribution with the limitation on the estimated value of transit cost metric
(full PlanetLab network)

regression equation. However, we consider that these value of α is too tight limitation, which can

be observed in Figure 2.10. In the appropriate range of α (i.e., α is more than or equals to two)

for the network performance, the limited AL routing with the estimated transit cost reduce a certain

transit cost while maintaining the network performance, though there are some estimation error of

transit cost.

Figure 2.12 shows the results in the same manner as Figure 2.10 for the Japanese network. The
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Figure 2.12: Improvement ratio distribution with the limitation on the estimated value of transit cost
metric (Japanese network)

trend of the results is the same as that for the full PlanetLab environment except the exact value of

α. When α is greater than or equal to one, the AL routing performance is approximately the same

as the case with the true value of transit cost metric and the case without the limitation (Figure 2.7).

Figure 2.13 then shows the results in the same manner as Figure 2.11 for the Japanese network.

When α is one in the AL routing with the proposed method, the 80-th percentile is 3.0 whereas the

value without the limitation is 4.0. For the total transit cost of the all AL paths, when α = 1, the

limited AL routing reduces the transit cost by 18%. The same advantage as for the full PlanetLab

network is thus revealed.

From the viewpoint of the trade-off relationship between the performance improvement of AL

routing and the transit cost, Figure 2.11 indicates that the greatest reduction in the true value of

transit cost metric is when α is equal to zero. However, the improvement ratio becomes less than

one for a number of node pairs, implying that these node pairs cannot achieve any improvement in

user-perceived performance by the AL routing. Conversely, when α is greater than or equal to three

for the case of latency and four for the case of available bandwidth, almost no reduction is found in

the true value of transit cost metric. We thus conclude that α = 2 for the case of latency is the best

value from the viewpoint of the trade-off relationship between the performance of AL routing and

the reduction in the transit cost for the full PlanetLab network. For the case of available bandwidth,

we conclude α = 3 is the best value.
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Figure 2.13: True metric value of transit cost distribution with the limitation on the estimated value
of transit cost metric (Japanese network)

Based on the results for both the PlanetLab network and Japanese commercial network environ-

ments, the parameter αmay be affected by the scale of the target network environment. Specifically,

for a large network, the more largest value we should choose for α. The scale of network can be

known through the IP-level or AS-level hop counts of end-to-end paths. In general, the parameter α

can be set by the scale of target network and the degree of constraint required by the operator (i.e.,

end users).

Reduction in inter-ISP transit cost under limitation on user-perceived performance

Figure 2.14 shows the results of limited AL routing with the path selection method that focuses

on the degree of decrease in the performance of the AL routing, where β is the lower limit of the

degree in Equations (2.5). Figures 2.14(a) and 2.14(b) plot the distribution of true value of transit

cost metric reduction for the full PlanetLab network when the end-to-end latency and the available

bandwidth employed as the routing metric, respectively. This figure indicates that the proposed

method can reduce the true value of transit cost metric by at least one in 16% of node pairs when

the end-to-end latency is used as the routing metric and by at least one in 33% of node pairs when

the case for available bandwidth, allowing only a 5% decrease in the AL routing performance. We

can achieve a greater reduction in the true value of transit cost metric by allowing a greater decrease

in user-perceived performance. For example, if we can allow a 30% decrease in the AL routing
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Figure 2.14: Distribution of reduction in the true value of transit cost metric with the limitation on
the decrease in the AL routing performance (full PlanetLab network)
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Figure 2.15: Distribution of reduction in the true value of transit cost metric with the limitation on
the decrease in the AL routing performance (Japanese network)

performance, the true value of transit cost metric can be reduced by at least one in 25% and 68%

node pairs when the end-to-end latency and the available bandwidth is employed as the routing

metric, respectively.

Figure 2.15 shows the results in the same manner as Figure 2.14 for the Japanese network. The

trend of the results is the same as that for the full PlanetLab environment except the exact value of

β. When allowing a 5% decrease and a 30% decrease in the AL routing performance, we can reduce

the true value of transit cost metric by at least one in 17% and 42%, respectively.
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In practice, the parameter β can be determined by the degree of constraint required by the

operator (i.e., ISPs). For example, ISPs measure the performance of direct and relay paths and

determine β under the constraint such that the relay paths have sufficiently better than that of direct

path.

2.5.4 Effect of geographical distribution of AL nodes

We conducted node selections twenty times for the generalized PlanetLab network according to

the method described in Subsection 2.4.1 and calculated the partial coefficients of the regression

equation. The average and variance (in parentheses) values of the partial coefficients are listed in

Table 2.5. Since the variances are significantly smaller than the average values, we consider that

the node selection in the generalized PlanetLab network does not affect the performance of the

proposed method.

Figure 2.16 plots the improvement ratio distribution of the AL paths for the generalized Planet-

Lab network. Comparing Figures 2.10 and 2.16, the trend of the results is the same as that for the

full PlanetLab network, especially when α is larger than or equal to three. From these results, we

verify that the proposed method is effective for not only the AL network constructed from all nodes

in the PlanetLab environment, which are mainly located in North America and Europe, but also in

a more general AL network.

Since the trend of the results corresponding to Figure 2.14 for the generalized PlanetLab envi-

ronment is the same as that for the full PlanetLab environment, we do not show the results here.

2.6 Conclusion

In this chapter, we proposed a method to reduce transit costs caused by AL routing while account-

ing for the objectives of both ISPs and end users. The proposed method utilizes a transit cost metric

of an AL paths and chooses an AL path that can satisfy the objectives and constraints of both par-

ties. Through the extensive evaluation using measurement results taken from the actual network

environments, which were the PlanetLab and the Japanese commercial network environments, we

confirmed the effectiveness of the proposed method. The results revealed that the advantage of the
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Figure 2.16: Improvement ratio distribution with the limitation on the estimated value of transit cost
metric (generalized PlanetLab network)

proposed method whereby we could estimate the transit cost of AL paths using measurable network

performance values. Furthermore, the method could control the AL routing according to the stand-

points of end users and ISPs while reducing the transit cost over the entire network. Through the

evaluation results, we confirmed the suitable parameter values for both network environments.

In general, the operator of the AL routing with the proposed method can decide the degree of

limitations based on their objectives and constraints. Using suitable parameters for a target network

environment, the AL routing with the proposed method can satisfy both of a reduction of transit

cost and improvement of end-to-end network performance.
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Chapter 3

An application-level routing method

with transit cost reduction based on a

distributed heuristic algorithm

3.1 Introduction

Application-level route selection can inflate the monetary cost incurred by ISPs as a consequence

of increasing the number of transit links along the route, where monetary cost is determined ac-

cording to the amount of traffic traversing the links. Such a situation can be expected because the

application-level path relaying an application-level node includes more than one IP-level path. Fur-

thermore, selfish application-level route selection performed by multiple application users can lead

to a decrease in path performance due to overload by route overlaps. For example, in [44] a num-

ber of non-coordinated overlay networks cause oscillations in route selection. Even if each user

of application-level routing can exactly measure the performance of application-level links, route

overlaps and oscillations occur due to scheduling conflict of path selection.

In this chapter, we focus on application-level traffic routing based on a coordinated manner

performed by application-level nodes, with the aim of improving end-to-end network performance

without increasing transit cost (we describe application-level as AL for short in this chapter), which
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can utilize for the same use cases in Chapter 2. First, we formulate the AL traffic routing and strictly

define an optimization problem for selecting AL traffic routes with various route selection metrics

and a limitation on the transit cost. In general, there are two candidates of coordinated algorithms to

achieve near-optimal solutions for the optimization problem: centralized and distributed algorithms.

In this work, we assume that the operator of each AL node wants to decide the AL route on its own.

For example, we can easily imagine a use case where each AL node is independently controlled by

an ISP, and routes are provided to each of the ISP’s customers. In such a case, a distributed algorithm

is more desirable than a centralized one. Therefore, we propose an AL traffic routing method

based on a distributed heuristic algorithm that produces near-optimal solutions to the optimization

problem. We also design the proposed method to perform route selection not only for a fixed AL

traffic demand, but also in reaction to dynamic AL traffic demand changes.

We evaluate the proposed method by assuming that PlanetLab nodes utilize AL routing using

the end-to-end measurement results of the network performance values. We first evaluate the pro-

posed method assuming fixed amounts of traffic demand between each AL node pair. Next, we

evaluate the effectiveness of the proposed method in a situation where the amount of AL traffic

demand fluctuates over time. In both cases, we compare performance between the proposed and

non-coordinated methods, and confirm the effectiveness of the proposed method.

The remainder of this chapter is organized as follows: In Section 3.2, we describe the back-

ground of the present research. In Section 3.3, we define the optimization problem for AL route

selection. In Section 3.4, we propose a novel AL traffic routing method. In Section 3.5, we show

the results of evaluating the proposed method. Finally, in Section 3.6, we present our conclusions

and describe avenues of future research.

3.2 Route overlaps and impact on ISP cost structure in application-

level routing

Although AL routing can improve user-perceived performance, we can expect situations where cer-

tain AL links that can provide high network performance are utilized by many AL routes, because

AL routing users make selfish routing decisions. That situations lead to the degradation on the
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Figure 3.1: Problems on application-level routing

benefits of AL routing. Figure 3.1 shows a simple example of this problem in which six end hosts,

each of which works as an AL node, are connected by AL links. We assume that Node A generates

traffic that is routed to Node B, and Node C generates traffic to Node D. When the AL link between

Nodes E and F provides high network performance, both node pairs A–B and C–D try to use the

AL link between Nodes E and F. As a result, the network performance of both pairs may degrade,

for example increasing end-to-end latency or decreasing available bandwidth.

Furthermore, this may also generate traffic that does not follow the ISPs’ cost structure (the

IP routing policy provided by ISPs), so ISPs may incur additional monetary costs. If these costs

accumulate, the transit cost over the entire network increases. For example, in Fig. 3.1 each AL link

includes more than one inter-AS link, each of which is either a transit link (solid-line) or a peering

link (dashed-line). We assume that Node A generates traffic that is routed to Node B. When using

the native IP routing or AL routing that chooses the direct path, the traffic traverses two transit links.

Conversely, when the AL routing utilizes the relay path via Nodes E and F, the traffic traverses three

transit links: those between Nodes A and E, those between Nodes E and F, and those between

Nodes F and B. Therefore, the sum of the transit links traversed by the relay path is increased by

one compared with the direct path and, as a consequence, the transit cost over the entire network

increases.

– 43 –



3.3 Application-level route optimization problem

3.3 Application-level route optimization problem

We begin this section by explaining the network model assumed in this chapter. We then formulate

the AL routing and define the optimization problem for selecting AL routes.

3.3.1 Network model

We assume a network model as depicted in Fig. 3.2. The underlay IP network is constructed from

a number of IP-level routers, each of which is located at one of the ASes. There is at most one

link between each IP-level router pair. IP-level routers located at the edge of an AS connect to

IP-level routers located at the edge of one or more ASes by transit or peering links. Note that a

transit cost is incurred when traffic traverses transit links. AL nodes that utilize AL routing reside

on end hosts connected to IP-level routers. The AL nodes are connected to each other by AL links,

which constitute the AL network. Each AL link equals to the native IP-level path between the

corresponding AL node pair. AL routing is performed on the AL network and determines the AL

routes between AL node pairs that have traffic demand. For example, in Fig. 3.2, the AL route

drawn with dotted line consists of two AL links, each of which is the native IP-level paths between

the end hosts.

3.3.2 Optimization problem for AL routing

We formulate the IP routing in an underlay IP network. Here, N represents the number of IP-level

routers and M represents the number of links in the underlay network. We assign an identifier

1 . . .M to each link.

Since there are N routers, we can consider (N − 1)N IP-level routes between all router pairs.

We then assign an identifier 1 . . . (N − 1)N to each pair of source and destination routers. Note that

the order of router pairs is irrelevant to the following discussion. We define the IP routing matrix

RIP as below. The subscripts and superscripts respectively assign rows and columns in the order of
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Figure 3.2: Network model

1, 2, . . . , (N − 1)N and 1, 2, . . . ,M.

RIP =


IP1

1 · · · IP(N−1)N
1

...
. . .

...

IP1
M · · · IP(N−1)N

M

 (3.1)

When link i exists on the route for router pair j, the value of element IP j
i is one, otherwise zero.

Next, we consider an AL network constructed from AL nodes and AL links. We assume that

end hosts can be connected to all IP-level routers, which can be AL nodes. Therefore, we can

consider (N−1)N AL links between all possible AL node pairs. Note that we consider the direction

of AL links. We assign an identifier to each AL node pair, which is the same as the corresponding

IP-level router pair whose source and destination routers connect to the source and destination AL

nodes. The AL network topology E can be expressed as follows:

E = {eAL
1 , e

AL
2 , . . . , e

AL
(N−1)N} (3.2)
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where the value of eAL
j is one when the source and destination AL nodes exist and they are connected

through the AL link between AL node pair j, otherwise zero.

Here, we describe an AL route for AL node pair j as r j = (p1, p2, . . . , ph), which indicates that

the AL route utilizes the AL links between AL node pairs p1, p2, . . ., ph, in that order.

The set of available AL routes for AL node pair j in the AL network, ΓAL
j , is described as

follows:

ΓAL
j = {(p1, p2, . . . , ph)|h ≥ 1, sp1 = s j, tph = t j,

tk = sk+1 (2 ≤ h, 1 ≤ k ≤ h − 1),

eAL
pk
= 1 (1 ≤ k ≤ h)} (3.3)

where s j and t j respectively represent the source and the destination nodes of AL node pair j.

As for the AL links, we can consider (N − 1)N AL routes and use the same identifiers for AL

node pairs of AL routes as for AL links. Note that we assume that the AL routing determines the

AL routes only for AL node pairs that have traffic demand. Here, we define the AL routing matrix

as follows:

RAL =


AL1

1 · · · AL(N−1)N
1

...
. . .

...

AL1
(N−1)N · · · AL(N−1)N

(N−1)N

 (3.4)

When the AL link between AL node pair i exists on the AL route for AL node pair j, the value of

element AL j
i is one, otherwise zero. Note that AL j

i (∀i|i ∈ {1, 2, . . . , (N − 1)N}) become zero if node

pair j has no traffic demand.

We divide the whole network traffic into two parts, traffic carried only by IP routing and traffic

carried by AL routing. We describe the traffic demand on router pairs carried by IP routing as

XIP = (xIP
1 xIP

2 · · · xIP
(N−1)N), and the traffic demand on AL node pairs carried by AL routing as

XAL = (xAL
1 xAL

2 · · · xAL
(N−1)N). Here, xIP

j and xAL
j denote the traffic demand corresponding to router

pair j and AL node pair j, respectively. Then, we can calculate the matrix Y, which represents the
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load on the links between routers, as follows:

Y = RIPXIP + RIPRALXAL (3.5)

We introduce a function fD, which calculates the latencies of all AL links under traffic load Y.

Then, we can calculate the latencies of all AL routes. The matrix DAL = (dAL
1 dAL

2 · · · dAL
(N−1)N),

where the latencies of the AL routes are set in rows, can be described as follows (note that each

element dAL
j represents the latency of the AL route between AL node pair j):

DAL = fD(Y)RAL (3.6)

For the available bandwidth, we define a function fB, which calculates the available bandwidths

for all AL routes under traffic load Y and AL routing matrix RAL. Note that fB directly calculates

the available bandwidths for the AL routes, because the available bandwidths are determined not

by the sum of values of the used AL links but by the value of the narrowest AL link. Using fB, we

can express BAL = (bAL
1 bAL

2 · · · bAL
(N−1)N) as follows:

BAL = fB(Y,RAL) (3.7)

We assume that the transit cost of an AL route is determined by the traffic load and the number

of transit links on the route. Based on that assumption, in the case of the transit cost, CAL =

(cAL
1 cAL

2 · · · cAL
(N−1)N), can be expressed as follows in the same way as the available bandwidth.

CAL = fC(Y,RAL) (3.8)

We now define the limitation on transit cost in AL route selection. We regard the transit cost of

the direct paths as a baseline, and set the limitation on the increase in transit cost of the AL paths

compared with that of the direct paths. Here, the routing matrix of the direct paths can be described
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as follows:

RDR =


1 0
. . .

0 1

 (3.9)

The transit cost of the direct paths, CDR = (cDR
1 cDR

2 · · ·

cDR
(N−1)N), can be described with RDR as follows:

CDR = fC(Y,RDR) (3.10)

Then, we can describe the limitation on the increase in the transit cost of AL path between node

pair j as follows:

cAL
j ≤ αcDR

j (∀ j| j ∈ Θ) (3.11)

where Θ is the set of identifiers of AL node pairs that have traffic demand. Equation (3.11) means

that AL routing can select only the AL paths whose transit cost is lower than that of the correspond-

ing direct paths multiplied by α. We use the equation when the AL routing selects AL routes to

limit the increase in the transit cost.

The AL routing determines AL routes only for AL node pairs that have traffic demand. The

problem of minimizing the average of the latencies of the AL routes between AL nodes that have

traffic demand is described as follows, where the AL routes between AL nodes r j( j ∈ Θ) are treated

as variables:

minimize : (
∑

j∈Θ
dAL

j )/|Θ|

subject to : r j ∈ ΓAL
j (3.12)

cAL
j ≤ αcDR

j (∀ j| j ∈ Θ)
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We can also describe the maximization problem for the available bandwidth as follows:

maximize : (
∑

j∈Θ
bAL

j )/|Θ|

subject to : r j ∈ ΓAL
j (3.13)

cAL
j ≤ αcDR

j (∀ j| j ∈ Θ)

3.4 Proposed method

In this section, we propose an AL routing method, based on obtaining near-optimal solutions to

the problem described in Section 3.3. For this purpose, we take advantage of a popular heuristic

algorithm known as simulated annealing (SA). As described in Section 3.1, because the distributed

algorithm is desirable for application scenarios of AL routing, we utilize the distributed simulated

annealing (DSA) proposed in [46]. In the remainder of this section, we propose two algorithms for

the AL routing method, one for static AL traffic demand and the other as the algorithm reacting to

dynamic AL traffic demand changes.

3.4.1 Algorithm for static route selection

In general, the SA process continues through the decision of whether to change the state, which

is a solution to the target problem, to its neighbor that is slightly different from the current state.

The decisions are made stochastically based on two parameters, temperature and cost. The cost

represents the goodness of the state and determines the probability of accepting the state. The

temperature also determines the probability, and it gradually decreases as the process continues.

The process finishes when the temperature becomes sufficiently low. The process of DSA is slightly

different from that of SA so that SA is conducted in a distributed manner. That is, a number of agents

determine the parts of the state and exchange them with each other to share the whole state. Each

agent then calculates the cost of the gathered state and determines whether or not to change the part

of state corresponding to itself.

To apply the DSA algorithm to AL routing, we define a state as a set of AL routes of all AL

node pairs that have traffic demand, and the cost as the estimated network performance obtained by
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the AL route selections of the state. Each AL node handles the AL links and AL routes originating

from itself. To share the network status among AL nodes, it measures the performance of AL

links without the AL traffic and shares the measurement results, as well as the AL traffic demands,

among all AL nodes at the beginning of AL routing. Using the exchanged information, each AL

node estimates the performance of AL links when AL traffic is added to the network, and conducts

the DSA algorithm to determine the AL routes.

The pseudocode for the algorithm (called the static algorithm below) is shown in Algorithm 1.

The function Random(x) returns a random positive value less than x. Tlow is set to a sufficiently

small positive value nearly equal to zero. Note that a subscript i in the algorithm indicates that the

algorithm is run on the i-th AL node. In what follows, we omit the subscript for simplicity. We

describe the parameters and functions required for Algorithm 1 in detail.

Initial state S init

The initial state is the state used at the beginning of the algorithm. Each AL node has its own

initial state in which direct routes are utilized for all AL node pairs.

Neighbor-generation function Neighbor()

This function takes a state as its argument and returns a neighbor state. A neighbor state of

state S for an AL node is defined as a state where some AL routes in S originating from itself are

changed. The candidates of AL routes are restricted by the constraint condition in Eqs. (3.12) and

(3.13).

Cost function Cost()

This function estimates the network performance obtained by the given state as the argument

and returns the average value of end-to-end latencies or available bandwidths of all AL routes.

These costs correspond to the optimization problems (Eqs. (3.12) and (3.13)). In addition, we

normalize the state cost by the initial state cost to avoid the transition probability affected by the

absolute value of the cost.

Transition probability function Probability()

Here, we utilize a typical function in SA. The equation is as follows:

Probability(T, S , S tmp) = e−
Cost(S tmp)−Cost(S )

T (3.14)
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where T , S , and S tmp are the current temperature, the current state, and the neighbor state of the

current state when the function is executed, respectively.

Initial temperature Tinit and cooling schedule function Cooling()

In the general SA algorithm, the initial temperature must be set sufficiently high to induce a

transition from the current state to its neighbor state regardless of the cost of the neighbor state

[47]. We use the following typical cooling schedule function in SA:

Cooling(T, I) = γT (0 < γ < 1) (3.15)

Update function Update()

This function updates the current state of the AL node with the AL routes and AL traffic de-

mands received from other AL nodes.

Notification function Notification()

This function sends to the other AL nodes the currently-selected AL routes and AL traffic de-

mands originating from itself. Although the cost function requires the AL routes selected by all AL

nodes, the communication overhead becomes high if the AL routes are gathered on each update of

the state at each AL node. Then, the function is executed every U iterations of SA.

3.4.2 Algorithm for dynamic route selection

Next, we propose a route selection algorithm, which we call the dynamic algorithm below, that

dynamically reacts to AL traffic demand changes. We construct the dynamic algorithm by extending

the static algorithm. The dynamic algorithm first runs the static algorithm. After that, the algorithm

enters an idle state until the accumulation of traffic changes exceeds a threshold, at which time it

executes the static algorithm again.

When developing a dynamic algorithm, we need to consider the changes in the performance

of AL links without AL traffic, which are caused by fluctuations in the background traffic. In

the proposed method, each AL node measures the performance of AL links when their estimated

performance is far from actual performance.

The pseudocode for the dynamic algorithm is shown in Algorithm 2, where StaticAlgorithm()
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Algorithm 1 Algorithm for static route selection on AL node i
1: Ii ← 0, Ti ← Tiinit , S i ← S iinit

2: while Ti > Tlow do
3: Update(Si)
4: S itmp ← Neighbor(S i)
5: if Cost(S i) ≥ Cost(S itmp) then
6: S i ← S itmp

7: else
8: ri ← Random(1)
9: if ri < Probability(Ti,Cost(S i),Cost(S itmp)) then

10: S i ← S itmp

11: end if
12: end if
13: Ii ← Ii + 1
14: Ti ← Cooling(Ti, Ii)
15: if Ii mod Ui = 0 then
16: SendNeighbor(S i)
17: end if
18: end while

means the execution of Algorithm 1. In what follows, the additional parameters and function re-

quired for Algorithm 2 are described in detail.

Function for counting traffic changes CountChanges() and threshold Cth

This function observes traffic changes between AL nodes. When AL traffic demand originating

itself occur, the function returns the same value as the threshold Cth, meaning that StaticAlgorithm()

is immediately executed to determine a better route for the new traffic. On the other hand, when AL

traffic originating itself terminates, or when AL traffic demand originating another AL node occurs

or terminates, the function counts these events and StaticAlgorithm() is executed when the count

reaches Cth.

Temperature for re-execution of the static algorithm Tre

The temperature for re-execution of the static algorithm should be equal to or lower than the

initial temperature, because the state at the beginning of re-execution is the result of the previous

execution of Algorithm 1.
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Algorithm 2 Algorithm for dynamic route selection
1: Ti ← Tinit

2: Ci ← 0
3: loop
4: StaticAlgorithm(Ti)
5: while Ti = 0 do
6: Ci ← CountChanges(Ci)
7: if Ci ≥ Cth then
8: Ti ← Tre

9: Ci ← 0
10: end if
11: end while
12: end loop

3.5 Evaluation

In this section, we show the evaluation results of the proposed algorithms described in Section 3.4,

assuming that the PlanetLab nodes constitute an AL network and conduct AL routing.

3.5.1 Dataset and settings

Dataset

To construct the IP-level and AS-level network topologies and determine the network performance

between each AL node pair for performance evaluation, we use the measurement results of the net-

work performance values for the 657 PlanetLab nodes. Below, we describe the process of obtaining

the network performance values.

End-to-end latencies, IP-level routes

We conducted traceroute commands for all PlanetLab nodes. We use results obtained on

October 19, 2010.

Available bandwidths and physical capacities

We obtained the available bandwidths and physical capacities between all PlanetLab nodes from

the Scalable Sensing Service (S 3) [37]. S 3 provides the measurement results among PlanetLab

nodes every 4 hours. In this chapter, we use the measurement results obtained on October 18–19,

2010.
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AS-level routes

We converted the IP-level routes into the AS-level routes using the relationships between IP ad-

dress prefixes and AS numbers, available at the Route Views Project [36]. We use the data obtained

on April 16, 2009. Although the AS number data is older than the other data, we believe this does

not affect the evaluation results because attached AS numbers are not changed so frequently.

The relationships between ASes

We utilize the relationships between ASes as provided by CAIDA [35] on January 20, 2010, to

calculate the transit cost of AL routes, as described below.

Cost functions

In what follows, we explain the functions fD, fB, and fC in Eqs. (3.6)–(3.8) for evaluating the state

cost and the transit cost. We define fD as the function that derives the sum of the propagation delay

and the queuing delay that may occur by the current state in the process of the proposed method.

For details, we first make the following assumptions:

• None of the AL links share any IP links.

• For each AL link, the tight link for the available bandwidth and the narrow link for the phys-

ical capacity are identical, and we can measure these values with end-to-end measurement

methods.

• The queuing delay at an AL link occurs only at the tight IP link.

• The queuing delay included by the measurement delay is negligibly small compared to that

caused by the AL traffic.

With the above assumptions, we can regard the delay that is measured by each AL node in the

absence of AL traffic as propagation delay. We also calculate the queuing delay of AL links based

on the M/M/1 queuing model. The queuing delay of the AL link between AL node pair j, dq
j is

calculated as follows:

dq
j =

g j−a j+x j
c j

1 − g j−a j+x j
c j

· P
g j

(3.16)
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where g j, a j, and x j are the physical capacity, the measured available bandwidth, and the AL traffic

demand of the AL link between AL node pair j, respectively. P is the average packet size. We use

770 bytes as the value of P, which is the average value calculated with the typical maximal packet

size of 1500 bytes and the TCP ACK packet size of 40 bytes. Then, the end-to-end latency of the

AL link between node pair j, d j is calculated as follows:

d j = dq
j + dp

j (3.17)

We define fB as the function that derives the bandwidth that can be achieved by the AL routes

when sharing the measured available bandwidth of AL links among other AL routes, which is based

on simple max-min bandwidth sharing [48]. The bandwidth achieved by an AL route on the AL

link between the AL node pair i, fB(i) is calculated as follows:

fB(i) = (ai −
∑

j∈Θi
bAL

j )/|{k|bAL
k = 0, k ∈ Θi}| (3.18)

where ai represents the measured available bandwidth of the AL link between AL node pair j,

z j is the number of traffic flows, and Θi represents the set of node pairs that utilize the AL link

between AL node pair i. The calculation of Eq. (3.18) progresses in ascending order of the available

bandwidth of the AL links. The bandwidth of the AL route between node pair j is determined using

fB(i) according to the following equation:

bAL
j = fB(i) ( j|bAL

j = 0, j ∈ Θi) (3.19)

The function fC calculates the transit costs of the AL routes based on the amount of AL traffic

demand between AL nodes and inter-AS relationships (transit or peering). We calculated the transit

cost of the AL route between the AL node pair j, cAL
j as follows:

cAL
j = β jx j (3.20)
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where x j represents the AL traffic demand on the AL link between AL node pair j. Here, β j

determines the transit cost per unit amount of traffic, which can be determined by the types of IP

links traversed by the AL route. In the evaluation, we used the values of IP link i on the AL route

between AL node pair j, v j
i as follows:

v
j
i =


1 (IP j

i = 1 and i is a transit link)

0.05 (IP j
i = 1 and i is a peering link)

0 (IP j
i = 0 or i is not AS-level link)

(3.21)

The value of β j was calculated from Eq. (3.22) as follows:

β j =
∑M

i=1
v

j
i (3.22)

Note that in cases where we are unable to obtain the measurement results of the network per-

formance values of the AL links, we do not use those AL links in the AL routing.

Evaluation scenarios and evaluation metrics

The evaluation scenarios for the static and dynamic algorithms are as follows: For the static algo-

rithm with end-to-end latency as a routing metric, we assume an AL traffic demand of 1 Mbps for

50% of AL node pairs, 3 Mbps for 30% of pairs, 5 Mbps for 15% of pairs, and 10 Mbps for 5%

of pairs. For performance evaluation metrics, we use the average value of end-to-end latencies, the

number of AL routes that use the overloaded AL links (referred to as the overloaded AL routes

below), and the transit cost of all AL node pairs that have traffic demand. We also observe a part of

AL routes to confirm where the effectiveness of the proposed method comes from. For the case of

available bandwidth as a routing metric, we assume that 50% of all AL node pairs have traffic de-

mand and require bandwidth. We then evaluate the distribution of the available bandwidth between

all AL node pairs.

For the dynamic algorithm with end-to-end latency as a routing metric, we set the AL traffic

demand among AL node pairs according to [49]. That is, traffic flows that each of them requires 100

kbps are generated in accordance with the Weibull distribution, and their durations are determined
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by the log-normal distribution. The source and destination of each flow is randomly chosen from

all AL node pairs. Because the parameters for the two distributions shown in [49] are achieved

by the observation on the access link of only one AS, we accumulate a number of traffic flows

for generating inter-AS traffic. We refer to the number of traffic flows as the traffic accumulation

degree. We assume that the AL traffic demand changes at two-second intervals, and that the degree

changes in the order of 1, 3, 10, and 5. Using this setting, we evaluate the end-to-end latency

performance of AL routes selected by the proposed method. We also observe that the AL route

changes when the AL traffic demand changes to demonstrate that the proposed method can react to

AL traffic demand changes. For the case of available bandwidth as a routing metric, we consider

the situation where the number of AL node pairs that require bandwidth changes over time. We

assume that the changes occur at two-second intervals, and that the ratio of AL node pairs that

require the bandwidth changes in the order of 10%, 80%, and 40%. We then evaluate the changes

in the average value of available bandwidth.

Other settings

We assume that at the beginning of the proposed method, all parts of the initial state and the mea-

sured performance of AL links have been already exchanged among all AL nodes. In the evaluation

for the dynamic algorithm, we assume the background traffic is not changed during the whole time

in the evaluation. The neighbor-generation function randomly changes AL routes of 1% of AL

node pairs originating from itself. We considered only one- and two-hop AL routes as candidate

AL routes because AL routes with more than two AL links do not contribute to the improvement

of end-to-end network performance [32]. Other parameters for the proposed method are shown in

Table 3.1.

For comparison purposes, we show the evaluation results of a non-coordinated route selection

method. That is, each AL node pair independently selects the AL route that has the best network

performance based on the measurement results of AL links before the route selection. We refer to

this method as the non-cooperation method below.
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Table 3.1: Parameters for the evaluation
Number of AL nodes 30

Tinit and Tre 0.15
γ in Eq. (3.15) 0.995

U 20
Tlow 10−6

Cth 10

Table 3.2: Average value of end-to-end latencies classified by AL traffic demand and number of
overloaded AL routes

proposed proposed non-cooperation
traffic demand method method method

(α = ∞) (α = 1)
1 Mbps 210 ms 217 ms 203 ms
3 Mbps 226 ms 226 ms 215 ms
5 Mbps 206 ms 209 ms 198 ms

10 Mbps 204 ms 195 ms 193 ms
number of 16 24 35

overloaded AL routes

3.5.2 Evaluation results

Static algorithm

We first show the evaluation results using end-to-end latency as a routing metric. Table 3.2 shows

the average values of end-to-end latencies of the AL routes selected by the proposed and non-

cooperation methods, which are classified by traffic demand values. We also show the number

of overloaded AL routes to investigate the degree of congestion. For the proposed method, we

show the results without the limitation on transit cost (α = ∞ in Eq. (3.12)) and those with the

limitation (α = 1). From Table 3.2, we can observe that the proposed method provided slightly

larger end-to-end latencies than did the non-cooperation method. However, the non-cooperation

method generated the overloaded AL routes twice as much as the proposed method without the

limitation on transit cost. Note that the average value of end-to-end latencies was calculated except

for the overloaded AL routes. Therefore, the average value by the non-cooperation method was
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smaller end-to-end latencies than that by the proposed method.

The reason for the difference in the number of overloaded AL routes can be explained by Ta-

ble 3.3, which exhibits the samples of the AL route selection results. The values in parenthesis

lateral to each AL node pair, (x, y), represent the number of overlapped utilizations of the AL link

by the selected AL routes, and the bandwidth utilization of the AL link, which is the ratio of the

sum of background and AL traffic on the AL links to the physical capacity. From Table 3.3, we can

see that the proposed method avoided overloaded AL routes in several patterns. For example, in the

case of the AL route between planetlab-2.ssvl.kth.se and planetlab1.ci.pwr.wroc.pl, the proposed

and non-cooperation methods selected the direct route. However, the number of overlaps in the pro-

posed method was smaller than that in the non-cooperation method. This is because the proposed

method shares the AL route selection at other AL nodes, enabling avoidance of excessively over-

lapped utilization. For the case between planetlab2.cs.columbia.edu and planetlab6.cs.cornell.edu,

the proposed method selected the detour AL route to avoid using the direct route that is overloaded.

For the case between ricepl-1.cs.rice.edu and planetlab-2.ssvl.kth.se, although both methods used

the same host as a relay node, the bandwidth utilization of the selected AL links by the proposed

method was lower than that by the non-cooperation method. These samples represent that the pro-

posed method can select AL routes considering the bandwidth utilization on AL links including AL

traffic demand of other AL node pairs in the coordinated manner, that results in avoiding overlaps

and overload on AL links.

Table 3.4 shows the average value of the transit cost of the selected AL routes by the proposed

method with and without the limitation on the transit cost. Although the transit cost could be

reduced by 20% for the case with the limitation, we can observe that the overloaded AL routes

increased compared with the case without the limitation in Table 3.2. This is because that the

number of AL links available for the proposed method with the limitation is smaller than those

without the limitation.

We next present the evaluation results using the available bandwidth as a routing metric. Fig. 3.3

shows the distribution of the available bandwidth of paths between AL node pairs. The average

value of available bandwidth in the proposed method was 54, 738 kbps, while that in the non-

cooperation method was 26, 570 kbps. We can observe from this figure that almost all AL node
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Table 3.3: Samples of selected AL routes with number of overlaps and bottleneck link utilization
ratio of AL links

source node (overlaps, utilization) or
source node (overlaps, utilization)

destination node relay node
destination node (overlaps, utilization)

proposed method (α = ∞) non-cooperation method
planetlab-2.ssvl.kth.se (2, 0.78) planetlab-2.ssvl.kth.se (4, 1.01)

planetlab1.ci.pwr.wroc.pl planetlab1.ci.pwr.wroc.pl
planetlab2.cs.columbia.edu (1, 0.76) planetlab2.cs.columbia.edu (2, 1.35)planetlab4.cs.duke.edu planetlab6.cs.cornell.edu
planetlab6.cs.cornell.edu (5, 0.51)

ricepl-1.cs.rice.edu (3, 0.94) ricepl-1.cs.rice.edu (3, 1.57)
planetlab1.utep.edu planetlab1.utep.edu

planetlab-2.ssvl.kth.se (2, 0.46) planetlab-2.ssvl.kth.se (2, 0.46)

Table 3.4: Average value of transit cost of the AL routes
proposed method (α = ∞) proposed method (α = 1)

7, 117 5, 747

pairs could achieve the considerable improvements by the proposed method compared with that by

the non-cooperation method, which is brought by the advantage of the proposed method in avoiding

AL route overlaps like the case of end-to-end latency shown in Table 3.3.

From the above results, we conclude that the proposed method, which works in the coordinated

manner between AL nodes, can reduce congestion and avoid overlaps on AL links. The limitation

on transit cost can efficiently decrease that cost by the AL routing. On the other hand, the number

of candidate AL links that can be used decreases compared with the case without the limitation.

Dynamic algorithm

Figures 3.4 and 3.5 show the average value of end-to-end latencies and the number of overloaded AL

routes as a function of simulated time, when end-to-end latency as a routing metric. The tendency

of the results at each second in Fig. 3.4 is similar to that in Table 3.2, where the end-to-end latency

achieved by the proposed method was slightly larger than that by the non-cooperation method. On
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Figure 3.3: Distribution of available bandwidth between the AL node pairs

the other hand, from Fig. 3.5, the number of overloaded AL routes was significantly affected by the

AL traffic demand changes. At between 2 sec and 3 sec, and at between 4 sec and 5 sec, the number

of overloaded AL routes increased in both methods. However, when comparing two methods, the

proposed method significantly reduced the increase in overloaded AL routes. Specifically, the pro-

posed method reduced the overloaded AL routes by roughly 65% from that by the non-cooperation

method at all times.

Table 3.5 shows the samples of changes in selected AL routes at between 2 sec and 3 sec by the

same manner as Table 3.3. In the case of the AL route between planetlab1.di.unito.it and ricepl-

1.cs.rice.edu, the direct route selected by both methods at 2 sec had become overloaded at 3 sec, so

both methods tried to change the AL route. However, the non-cooperation method could not avoid

overlaps, which caused the overloaded AL routes. The proposed method selected the AL route

where the number of overlaps was small and the bandwidth utilization was low. From these results,

we can confirm that the proposed method can select AL routes while reacting to AL traffic demand

changes.

Figure 3.6 shows the changes in the available bandwidth, presented in the same manner as

Fig. 3.4, when available bandwidth is utilized as a routing metric. The tendency of the results at each

second is similar to that for the static algorithm. The proposed method with the dynamic algorithm

could achieve more bandwidth than the non-cooperation method, regardless of the changes in the
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Figure 3.4: Average value of end-to-end latencies over time
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Figure 3.5: Number of overloaded AL routes over time

number of AL node pairs that required the bandwidth. This is because that the proposed method

shares knowledge of which AL node pairs require the bandwidth at each time, and changes the AL

routes taking account of the sharing the bandwidth among these AL node pairs.

From these results, we confirm that the proposed method with the dynamic algorithm can re-

act to changes in AL traffic demand, while achieving almost the same effectiveness as the static

algorithm.
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Table 3.5: Samples of changes in selected AL routes
time proposed method (α = ∞) non-cooperation method

and traffic value
2 sec planetlab1.di.unito.it (1, 0.81) planetlab1.di.unito.it (2, 0.84)

300 kbps ricepl-1.cs.rice.edu ricepl-1.cs.rice.edu
3 sec planetlab1.di.unito.it (1, 0.65) planetlab1.di.unito.it (3, 1.39)

1600 kbps deimos.cecalc.ula.ve planetlab2.cs.columbia.edu
ricepl-1.cs.rice.edu (2, 0.12) ricepl-1.cs.rice.edu (2, 0.08)
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Figure 3.6: Average value of available bandwidth over time

3.6 Conclusion

In this chapter, we proposed the application-level routing method that works in a coordinated man-

ner based on distributed simulated annealing. First, we formulated the application-level routing and

defined an optimization problem for selecting AL routes. After that, we proposed the application-

level routing method based on distributed simulated annealing with two algorithms, one for static

AL traffic demand and the other that dynamically reacts to changes in AL traffic demand. Assum-

ing that PlanetLab nodes perform AL routing, we confirmed that the proposed algorithms could

avoid overlaps and overload on AL links, which resulted in reducing congestion or performance

degradation of the AL routes.

In recent years, some extremely large content providers called hyper giants have emerged. They
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are likely to construct direct peering relationships to a number of edge ISPs that provide access

service to end users, utilizing Internet exchanges to reduce the transit cost. The utilization of Internet

exchanges by the edge ISPs facilitates the peering contracts between the edge ISPs. The proposed

method can exploit peering links to improve user-perceived performance and reduce transit cost.

Therefore, as the peering links between the edge ISPs increase in the future, the proposed method

becomes more efficient.
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Chapter 4

Cooperative cache sharing among ISPs

for additional reduction in inter-ISP

transit cost in content-centric

networking

4.1 Introduction

Content-centric networking (CCN) [11] is a new architecture which routes packets based on content

name, while the current Internet uses the identifier that indicates where the content holder is, i.e.,

IP address. The end users can request the content with the content name, without the awareness of

the location of content holder.

In-network caching is one of the important features of CCN. In CCN, the content traversing

CCN routers are cached in the memory space of CCN routers called as Content Store (CS). The

CCN routers do not forward the requests for cached contents to the next hop router, alternatively

return the cached contents to the end hosts who request the contents. Because of this caching mech-

anism, the CCN can reduce the traffic volume for repeatedly requested contents and also provide

shorter response time for users.
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Reducing the traffic volume by the caching mechanism in CCN has a positive effect on the

ISPs’ monetary cost. In general, ISPs have the transit links for ensuring connectivity to the whole

Internet. In CCN, when the CCN router that has the requested content exists in the same ISP as

the end user, the transit cost is not incurred. Therefore, the CCN can reduce the transit cost by its

caching mechanism. The reduction of transit cost becomes large when the cache hit ratio is higher.

Generally, higher hit ratio can be realized by introducing larger storage. However, the memory

space of CS is relatively small compared to the amount of contents required by end users.

Peering link is the other kind of inter-ISP links, which is used for traffic between inter-connected

ISPs by the link to suppress the transit cost. It requires no monetary cost for traversed traffic, except

for that of the physical link facilities. We believe that there is a potential benefit for ISPs connected

by the peering link to decrease the transit cost by sharing the CCN router’s cache and accessing

the cached contents with each other. Although such cooperative caching mechanism is proposed in

[22], there is no concrete method to realize the idea.

In this chapter, we propose a cooperative cache sharing method among multiple ISPs to improve

cache hit ratio for reducing the transit cost effectively. In the proposed method, the cached contents

are shared among the CCN routers in ISPs under cooperation. The CCN routers share their CSes

without overlapping of the cached contents. A request packet for the cached contents is forwarded to

the CCN router who has the content, even when it is not located on the route to the original content

holder. This enables to improve cache hit ratio. We introduce a mechanism to keep the consistency

among ISPs’ cache since cache miss causes the extra traffic on the transit links of cooperating

ISPs. We also design to balance the network traffic to cached contents between cooperating ISPs

to ensure the fairness between ISPs by controlling the CS size for cache sharing and by the content

duplication in the shared cache. We evaluate the performance of the proposed method by simulation

experiments using the actual ISPs’ IP-level network topologies. From the evaluation results, we

show the proposed method can reduce the transit cost effectively compared with the normal CCN

caching mechanism, while ensuring the fairness between ISPs’ under cooperation.

The remainder of this chapter is organized as follows: In Section 4.2, we describe the back-

ground of the research in this chapter. In Section 4.3, we list the challenges for the cache sharing

among multiple ISPs. In Section 4.4, we propose a novel cache sharing method. In Section 4.5,
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Figure 4.1: Overview of CCN router

we show the results of evaluating the proposed method. Finally, in Section 4.6, we present our

conclusions and describe avenues of future research.

4.2 Background

4.2.1 Content-centric networking [11]

A CCN router is constructed by three main components, that are Pending Interest Table (PIT),

Forwarding Information Base (FIB), and Content Store (CS) as shown in 4.1. PIT maintains a list

of request packets that are waiting for the content. FIB is the routing table for forwarding request

packet to sources of requested content. CS is the memory space that caches the contents traversing

the router itself. The packets in CCN are of two types, that are Interest and Data packets as depicted

in Figure 4.2. Interest packet is request packet for content, and Data packet is the data chunk of

content.

The brief overview of packet forwarding in CCN is as follows. First, the end host generates an
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Figure 4.2: Kinds of packets in CCN

Interest packet for a content and sends it to the neighbor CCN router. The CCN router that received

the Interest packet refers the own FIB, then forwards the packet to the appropriate neighbor CCN

router. Repeating this process on the CCN routers, the Interest packet reaches to the host who has

the requested content. The host receiving the Interest packet divides the requested content into a

number of Data packets and returns them to the end host along the reverse path that the Interest

packet traverses. Also, the CCN routers on the path cache the Data packets as a content chunk to

their CSes. The CCN router returns the cached chunks to any Interest packets that request the cached

content chunks. Due to such in-network caching mechanism, CCN suppress the traffic volume for

repeatedly requested contents, as well as provides the shorter response for users.

4.2.2 Related works

There were a number of researches about endhost-based caching mechanism. [50] evaluated the

benefits when the ISPs manage the cache for the P2P traffic in cooperated manner. [51] proposed

the caching method for P2P traffic by the proxy servers on a single ISP or on a number of ISPs in

cooperated manner. Both of [50, 51] targeted the caching on the application-layer for P2P environ-

ment. Therefore, these methods cannot be applied directly to the CCN’s in-network caching.

In [52-54], a cache sharing method for the Web proxy servers was proposed. [52] is a famous
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protocol and implementation that construct a hierarchical structure of proxy servers to achieve scal-

ability and manageability. The method in [53] forwards the request to other proxy servers, when the

cache miss is occurred, according to the advertised information. [54] proposed a method that uti-

lizes a consistent hashing mechanism to assign and discover cached contents. However, the authors

in [52-54] did not consider the network traffic problem among multiple ISPs when they utilize the

proposed method in cooperative manner. Also, the methods are operated at the application-layer

and cannot apply to the CCN directly because required performance and restriction are different

between differnent layers.

[18, 19] proposed the methods to improve the efficiency of in-network caching in CCN. The

method in [18] provided a way that the CCN routers on the route could cache without overlaps. The

method in [19] distributes the content chunks along the route in probabilistic manner. Both of [18,

19] intended to utilize the cache on the route efficiently, then they cannot utilize the cache outside

the route to the original content holder. Therefore, the ISPs cannot adopt these methods directly in

cooperative manner.

The method proposed in [20] considers the cache utilization including the outside of the route to

the original content holder, which assigns the contents to be cached at each CCN router according to

the request popularity of contents and the CCN routers collaborate on caching. However, when we

use the method in [20] among multiple ISPs in cooperative manner, the balancing of network traffic

becomes a problem, which was not considered in [20]. Additionally, the method has a possibility

of cache miss that leads the policy violation of transit links as mentioned in Section 4.3.

To the best of our knowledge, there is no efficient method for the cache sharing among multiple

ISPs. Therefore, in this chapter, we propose the method to realize such cache sharing.

4.3 Challenges of cache sharing

In this section, we summarize challenges to be solved in order to realize cache sharing among

multiple ISPs in CCN.
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4.3.1 Challenges on cache sharing

Advertisement of cached contents among CCN routers

For effective cache sharing among CCN routers, the information on what contents are cached at

which CCN router should be maintained. In [11], the authors assume to utilize OSPF or IS-IS as

routing protocols. However, they do not propose the advertisement mechanism of cached content

names among CCN routers since cache sharing is outside of the scope of [11]. OSPFN [55] is

a routing protocol to be developed for CCN, which is based on OSPF. It has the advertisement

mechanism of content names by content holder. CCN routers update their FIB according to the

advertised content name. However, in [55], it is not considered to advertise cached content names

among CCN routers.

One possible way to advertise cached content names is to exploit OSPFN. However, the cached

contents are replaced frequently because that the memory space for CS is limited. In addition, the

method for advertisement in OSPFN utilizes a flooding mechanism. Therefore, it can be expected

that when we use OSPFN for advertising cached content names among CCN routers, numerous

messages are generated with frequent replacement of cached contents. To limit the message volume

to feasible area, we need to tune the frequency of advertisement carefully.

Forwarding of Interest packets

When the advertised information is inconsistent among CCN routers, there is possibility to occur

cache miss. The cache miss brings the forwarding loop of Interest packet as follows:

• The CCN router where a cache miss is occurred forwards the Interest packet to the source of

content.

• A CCN router on the route makes a misjudgment that the CCN router where a cache miss

was occurred has the cached content, and forwards the Interest packet to it.

• The cache miss is occurred again.

Figure 4.3 depicts these behaviors between CCN routers. We need the mechanism to avoid such

forwarding loop.
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Figure 4.3: Forwarding loop due to cache miss

4.3.2 Challenges on inter-ISP traffic

Assuming that the problems in Subsection 4.3.1 are overcome, we consider that two ISPs inter-

connected by a peering link share the cached contents to reduce their transit cost. Based on [11],

the straightforward way for packet forwarding by the CCN router receiving an Interest packet is as

follows:

• If the requested content exists in own CS, the CCN router returns the cached content.

• Otherwise, the CCN router looks up the advertised content names by other CCN routers, and

forwards the Interest packet to the appropriate CCN router when the content name exists.

• If there is no cached content in own and other CCN routers’ CSes, the CCN router forwards

the Interest packet to the source of requested content.

When we assume these behaviors, the following problems are emerged.

Traffic unbalance between ISPs

When the requested content is located at a CCN router in a cooperating ISP, the Interest packet

and the corresponding Data packets traverses the peering link. Therefore, the traffic unbalance may

happen due to difference in cache hit ratio and requested frequency between the ISPs. For example,
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Figure 4.4: Traffic unbalance between ISPs

depicted in Figure 4.4, the access to the cached contents from the ISP B to ISP A drastically exceeds

that from ISP A. The excess unbalance of the traffic on peering links may break the peering rela-

tionship between ISPs. Then, a mechanism to ensure the fairness of traffic volume between ISPs is

required in the cache sharing among multiple ISPs.

Free-riding on transit links

If there is a possibility of cache miss due to inconsistency of advertised cached content names

among CCN routers, the policy violation of transit link usage occurs depicted as Figure 4.5. In

general, the transit link should be used only for the traffic generated by own customers. However, in

the cache sharing, when a CCN router in the ISP forwards a Interest packet to the cached content in

the other ISP’s CCN router and a cache miss is occurred due to the inconsistency, the Interest packet

is forwarded to the original content holder from the CCN router where the cache miss is occurred.

For example, in Figure 4.5, the Interest packet from ISP A is forwarded to the source of content by

ISP B’s CCN router. Then, the transit link is used by the Interest packet that is not generated by the

customer of the owner of the link. Furthermore, since the Data packets traverse the reverse route

of the Interest packet, the Data packets also use the same transit link. This means that although the

purpose of cache sharing is to reduce the transit cost, the ISP may incur the additional transit cost
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Figure 4.5: Free-riding problem due to cache miss

due to the traffic generated by the other ISP’s customer, which we call the free-riding problem. We

need to avoid the problem or to balance the frequencies of using the transit links by accessing the

shared cache.

4.4 Proposed method

In this section, we propose a novel cache sharing method among CCN routers as well as the exten-

sion to accommodate multiple ISPs for further transit cost reduction while overcoming the problems

described in Section 4.3.

The proposed method consists three main components and two additional components. The

main components are as follows:

• Advertisement of cached contents among CCN routers

• Cache management and decision which contents to be advertised

• Forwarding of Interest packet according to the advertised information

The additional components are especially for cache sharing for multiple ISPs:

• Duplicate cached contents for maintaining ISP’s cost and user-perceived performance
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• Balancing traffic to ensure the fairness between ISPs

Note that, in CCN, contents are divided into a number of chunks and each chunk has a unique name.

In what follows, however, we assume that the content is stored in CCN router’s cache space without

being divided into chunks.

In the remainder of this section, we first explain a network model assumed in the present re-

search. After that, we show the details of five components of the proposed method. Finally, we

show an idea to suppressing volume of content advertisement messages.

4.4.1 Network model

We assume a network model as depicted in Figure 4.6. The network consists a number of ISPs’

networks, each of which is constructed from a number of CCN routers. Each CCN router has a

unique name to be identified by other CCN routers. The behavior of CCN routers follows [11],

where OSPFN is used as a routing protocol. ISPs are interconnected by transit or peering links. A

transit cost is incurred when traffic traverses transit links. We refer routers interconnected by inter-

ISP links as edge routers. Endhosts are connected to each CCN router and they request contents by

sending Interest packets to the CCN router.

4.4.2 Advertisement of cached contents

We divide the advertisement of cached contents into two parts for intra-ISP sharing and inter-ISP

sharing. This partitioning enables to decrease and balance the network traffic between ISPs as

described later. An advertisement message has two fields, which are a content name and a CCN

router name holding the content. Note that when a CCN router removes a content from its shared

cache, the corresponding advertisement message includes the removed content name. For intra-

ISP advertisement, all CCN routers including the edge router advertise the cached contents to all

other CCN routers in the ISP, utilizing OSPFN. When a CCN router receives an advertisement

message, the router replies an acknowledgement to the source router of the message. For inter-

ISP advertisement of cooperating ISPs, two edge routers interconnected by a peering link chooses

the cached contents to be shared respectively, and advertise the contents with each other. Then,
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Figure 4.6: Network model

each edge router advertises the content names from an ISP under cooperation (we refer such ISP as

partner ISP in the remainder) to all other CCN routers in own ISP in the same manner as for the

intra-ISP advertisement. When balancing the network traffic between the cooperating ISPs, the ISPs

make negotiation based on access frequencies to and from each other ISP. The detail of negotiation

is described in Subsection 4.4.6.

OSPFN has a mechanism to advertise locations of contents. Because the advertisement mecha-

nism in OSPFN utilizes a simple flooding mechanism, it is not reasonable to generate advertisement

messages on each change in the cached contents to be shared at a CCN router. Therefore, in the pro-

posed method, each CCN router advertise cached contents for intra-ISP sharing at regular intervals

of Tintra. The inter-ISP advertisement by edge routers is activated at regular intervals of Tinter.
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4.4.3 Cache management

There are a lot of methods of cache management for Web contents in past literature. Since most of

them utilize Least Frequently Used (LFU) or Least Recently Used (LRU) [52-54, 56], we also use

LFU or LRU as the base of cache management of CS in the proposed method. The detail of cache

management mechanism is as follows:

• Each CCN router manages its own CS according to LFU or LRU algorithm. The contents in

the CS are always sorted by access frequency or last access time, respectively.

• Each CCN router chooses the contents in CS in the order of LFU/LRU rank so that the total

size is within K. Note that K is a parameter for determining the amount of cached contents to

be shared. Then the router advertises the changes of sharing contents. Once the CCN router

advertises the contents, it does not remove the advertised contents from its CS until the next

advertisement is completed.

• When receiving an advertisement from other CCN routers, the CCN router removes the ad-

vertised contents if the contents exist in own CS. When the CCN router also has advertised

the same content, it keeps or removes the content, according to the hash values of the com-

bination of the content name and the router name. This hush-based decision maintains the

uniqueness of cached content holder among all corresponding CCN routers. The CCN router

whose hash value of the name larger than the other’s keeps the content, and the other router

removes it.

• When CCN Data packets traverse a CCN router, it caches the Data packet in the normal CCN

behavior. In addition to the such basic behavior, in the proposed method, the CCN router

checks cache sharing status and does not cache the Data packet when it is already cached in

other cooperating CCN routers.

By the above mechanisms, we can avoid the overlap of the cached content among cooperating

routers, that results in the efficient usage of cache memory and the improvement of cache hit ratio.

Also, we can maintain the consistency of cached contents among cooperative CCN routers. It means
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Figure 4.7: Sharing Content Table (SCT) in the proposed method

that the proposed method enables to avoid cache miss completely, then the problems described in

Subsections 4.3.1 and 4.3.2 are overcome.

4.4.4 Packet forwarding according to advertised information

Each CCN router keeps a list of advertised contents with names of CCN routers that are the sources

of corresponding advertisements. For that purpose, we introduce a Sharing Content Table (SCT) as

depicted in Figure 4.7.

Each CCN router handles an incoming Interest packet as follows:

1. According to the normal behavior in CCN, the CCN router looks up the content requested by

the Interest packet in own CS. If CS has the requested content, the router replies it.

2. When the requested content does not exist in own CS, the router looks up own SCT for the

requested content. If the corresponding entry is found, the router transfers the Interest packet

to the router described in the SCT entry.

3. Otherwise, the router transfers the Interest packet by the normal forwarding behavior in CCN.

4.4.5 Duplication of cached contents

As described in the above subsection, the proposed method avoids the overlap of the cached contents

in CCN routers in the cooperating ISPs. However, for a certain ISP, when there are many requests

from its customer endhosts for a content cached at CCN router in a partner ISP, a CCN router in the

ISP should cache the content for avoiding such requests from traversing the peering link between
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cooperating ISPs. We call this behavior as cached content duplication. The pros and cons of the

cached content duplication are summarized as follows:

Pros - Because the duplicated contents can be replied to the end users from the inside of ISP, it

enables the ISP to provide the shorter response to the end users. Furthermore, it can reduce

inter-ISP network traffic for the duplicated contents.

Cons - The total number of unique contents in shared cache decreases, which leads the decrease in

the cache hit ratio.

The balance of pros and cons is determined by the content request frequency from end users.

Therefore, the ISP decides contents to be duplicated as follows. Note that we assume that request

frequencies of cached contents from end users in the ISP are given. Denoting the request frequency

for a content c from end users in the ISP as p(c), the ISP duplicates the content c when the following

condition is satisfied:

p(c) > Pdup (4.1)

where Pdup represents a threshold for determining whether or not duplicate the content. After

deciding the content to be duplicated, the edge router of the ISP informs the content to the partner

ISP. This is required for ISPs under cooperation recognize the duplication of cached contents.

On the other hand, the ISP cancels the duplication of the content c when the following condition

is satisfied:

p(c) ≤ Pdup (4.2)

Then, the edge router informs the removal of the content to the edge router of partner ISP.

4.4.6 Balancing traffic between ISPs

One of possible situations when using the above mentioned mechanisms is that the traffic between

two cooperating ISPs becomes unbalanced due to the differences in request frequencies for contents

cached in each ISP. The unbalance of network traffic is serious problem for ISPs even when they

are interconnected by a peering link. Therefore, in the proposed method, we maintain the traffic
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balance between ISPs by regulating the number of contents to be advertised to the partner ISP for

cache sharing. The pros and cons for the ISP when increasing the amount of advertised contents

are as follows:

Pros - Cache hit ratio becomes increased since the increase in the number of advertised contents

means the increase of the shared cache size. It will decrease the transit cost of both ISPs.

Cons - The traffic between the ISPs increases because the number of contents handled by the ISPs

becomes large. It affects the cost of a link interconnecting the ISPs.

The amount of network traffic for cache sharing depends on the access frequency to each shared

content cached at both ISPs. Therefore, in the proposed method, when balancing the network traffic,

each ISP selects the contents to be shared according to request frequencies both from the ISP and

partner ISP. The detailed algorithm is explained as follows.

We assume that the access frequencies of contents from an ISP and a partner ISP are separately

monitored by both ISPs. For increasing the number of shared contents, the following process is

conducted at the edge routers of cooperating ISPs. In what follows, we assume ISPs A and B are

under cooperation and ISP A initializes the process. Note that the following process is activated

at regular intervals of Tinter. Three parameters are utilized: Psum is the amount of contents to add

to the sharing at once, ∆P is a value for tuning Psum, and α is a parameter to decide the acceptable

difference of access frequency between the ISPs.

1. ISP A chooses candidate contents from the cached, but not shared contents so that their total

access frequency falls with the range Psum ± α and inform the content names to ISP B.

2. When ISP B receives the content names from ISP A, ISP B also select candidate contents

from the cached, but not shared contents so that the total access frequency becomes Psum ±α,

and inform the content names to ISP A. When ISP B cannot prepare such contents because

there are no content set to meet the condition, ISP B sends the message to ISP A to deny the

negotiation.

3. When the exchange of content names is successfully completed, both ISPs A and B advertise
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the increased content names to be shared to CCN routers in each ISP and they finish the

process.

4. When ISP A receives the denial message, ISP A decrease the value of Psum by ∆P and restart

the negotiation (return to step 1).

On the other hand, when the difference in access frequencies of both directions, denoted by

Pdif f , becomes larger than Pth, the ISP having larger access frequency from the other ISP initializes

the following process. Note that in what follows we assume that ISP A initializes the process to ISP

B.

1. ISP A chooses candidate contents from the cached and shared contents between the ISPs so

that their total access frequency falls with the range Pdif f ± α, and advertises the withdraw of

the selected contents to ISP B.

2. ISP B forwards the withdrawn advertisement messages to CCN routers in ISP B’s network.

4.4.7 Suppression of advertisement message

To suppress advertisement messages, we define the area in which the proposed method is applied,

that is H hop from each edge router. That is, CCN routers within H hops from the edge router follow

the behavior of proposed method and other routers outside the area behave as normal CCN routers.

H = ∞ means that we apply the proposed method to all CCN routers. The area limitation with H

hops is for suppressing volume of content advertisement messages, as well as reducing traffic inside

each ISP for cache sharing. When we set H to larger value, the memory space for sharing cached

contents becomes larger since larger number of CCN routers is involved in cache sharing. At the

same time, a larger amount of advertisement messages is generated.

4.5 Evaluation

In this section, we show the evaluation results of the proposed method described in Section 4.4,

assuming that two ISPs interconnected by a peering link adopt the proposed method.
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4.5.1 Evaluation environment

Network topology

To construct ISP topologies for the evaluation, we utilized the backbone network topologies of

commercial ISPs from CAIDA’s database [57]. For the evaluation, we extract AT&T backbone

network topology from the dataset. The number of nodes and links in AT&T topology are 84 and

124, respectively. Although the dataset includes the link capacity values between nodes, the date of

the data is 06/07/2000, which is too old to evaluate the performance of CCN and its modification.

To regulate the link capacity, we referred the up-to-date capacity information from IIJ Web site

[58], which is a Japanese commercial ISP. In detail, we set 20 Gbps to the link which has the

maximum capacity in AT&T data, and set the bandwidth of other links proportionally to their

original capacities. We also assume that the propagation delays of all links are 10 ms.

Other settings

We regard the network topology determined in Subsection 4.5.1 as a single ISP’s topology. For

the evaluation, we assume that two ISPs with the same topology interconnect with each other by a

peering link. They also have transit links for ensuring connectivity to whole part of the Internet.

We adopt the shortest path routing between all CCN router pairs. We assume that each CCN

router has full routing entries to forward the Interest packet for all contents in the network. We also

assume the processing delays at CCN routers are negligibly small compared to the link propagation

delay.

The distribution of request frequencies to contents follows the Zipf distribution [59]. The con-

tent size follows a uniform distribution in the range of [100 KB, 100 MB]. In each ISP, a request for

a content is generated every 80 ms from an end user connected at randomly selected CCN router,

referring to the survey results on end-to-end traffic flow in [49]. In other words, in each ISP, one

Interest packet arrives at one of CCN routers every 80 ms. The memory space for CS at each CCN

router is 10 GB and LFU is utilized for cache replacement algorithm.

We use the bit rate of the traffic on the transit link as evaluation metric since the request for the

content that is not cache-hit and corresponding content data traverse the transit link. It means that
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Table 4.1: Parameters for the evaluation
Tintra 1, 000 ms
Tinter 1, 000 ms

K 8 GB
H ∞

Pdup 0.01
Psum 0.1
Pth 0.1
α 0.05
∆P 0.01

when the bit rate is smaller, the performance of content cache mechanism is better. We initialize all

CSs in CCN routers as empty when starting simulation experiment. Simulation time for experiment

is 60 minutes. By comparing the performance with the proposed method and with the normal

CCN, we assess the effectiveness of the proposed method. We also compare the performance of the

proposed method with and without inter-ISP cache sharing to confirm the advantage of inter-ISP

cache sharing.

The parameter settings for proposed method are summarized in Table 4.1. Note that the perfor-

mance of the proposed method is not so sensitive to parameter values.

4.5.2 Evaluation results

Figures 4.8 shows the total bit rate of traffic on transit links of two ISPs, varying the number of kinds

of contents N to 1, 000, 10, 000, and 100, 000. The x-axis of these graphs is elapsed simulation time.

For all results, we can observe that at the beginning of the simulation, the transit bit rate is high,

and it decreases as the simulation progressed. This is because the simulation experiment starts with

empty cache and the number of cached contents increases as the simulation progresses.

In the case N = 1, 000 (Figure 4.8(a)), we can confirm that the transit bit rate decreases largely

by introducing the proposed method, even when we do not utilize the inter-ISP cache sharing. This

means that only intra-ISP cache sharing has a significant contribution on decreasing the transit cost

for an ISP. When we use the inter-ISP cache sharing, the degree of reduction is further advanced.

Comparing the average bit rate during the latter half of the simulation experiment, the proposed
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Figure 4.8: Throughput on the transit links

method can decrease the transit traffic by 45% and 19% with and without inter-ISP cache sharing,

respectively. When N = 10, 000, the reduction ratios are 13% and 5%, and that of the case when

N = 100, 000 are 9% and 3%. This means that the performance gain by the proposed method

becomes small when the number of contents increases. This means that the cache hit ratio cannot

be increased largely by cache sharing since end users’ requests are distributed to larger number of

unique contents. In such situations, increasing the size of CS, fixed to 10 GB for the evaluation, is

possible way to decrease the transit traffic. Note that when increasing the size of CS, we can expect

the size for cache sharing can be also increased, which leads to the enhancement of the performance

of the proposed method. The investigation of the relationships between the CS size and the size for

cache sharing is one of our important future works.
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4.6 Conclusion

In this chapter, we proposed a method of cooperative cache sharing among CCN routers in multiple

ISPs. The main idea of the proposed method is that we relax the limitation of the current CCN

architecture: the cache only on the route to the original content holder is utilized for content access.

We extended the cache sharing mechanisms to inter-ISP sharing with additional mechanisms to bal-

ance the network traffic between cooperating ISPs. By the evaluation assuming actual commercial

ISPs adopt the proposed method, we confirmed the additional reduction by up to 45%, compared

with that of normal CCN.
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Conclusions

The current Internet has the cost structure constructed by a numerous ISPs, each of which routes

network traffic according to its own policy. On the other hand, there are new traffic routing mech-

anisms called as application-level routing and content-centric networking, which are not consider

the ISPs’ routing policy directly. Consequently, when the new mechanisms are spread widely, it is

no doubt that the ISPs’ cost structure will be significantly impacted. In this thesis, we presented the

researches on these new traffic routing mechanisms from the aspect of the ISPs cost structure and

proposed the methods comfortable to ISPs.

In Chapter 2, we proposed a method to reduce transit cost generated by application-level routing

conducted by individual end user. We first constructed the estimation method of transit cost, which

are calculated by end-to-end network performance easily measured by end users. Utilizing the es-

timation results, the proposed method chooses application-level routes under the consideration of

the objectives both of ISPs and end users. By the evaluation assuming the PlanetLab and Japanese

commercial network environment using the measurement results of network performance, we con-

firmed the proposed method achieves the considerable reduction on transit cost while maintaining

the improvement brought by the application-level routing. At the same time, we also showed the

ability to control the application-level routing from the both standpoints of ISPs and end users. By

the proposed method, individual end users can control their application-level route selections to be

comfortable to ISPs only with the simple calculation for estimating the transit cost, while improving
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the own network performances.

While we assumed that the method in Chapter 2 is conducted by individual users indepen-

dently, in Chapter 3, we proposed the application-level routing method conducted by the operators

in multiple ISPs in the coordinated manner based on distributed simulated annealing. For the first

phase to construct the proposed method, we formulated the application-level routing and defined

the optimization problem for application-level route selection. After that, we proposed a method

to select application-level routes based on the distributed simulated annealing, which obtains a

near-optimal solution to the problem and utilize the solution to route selection. We evaluated the

proposed method assuming the PlanetLab nodes perform application-level routing. The evalua-

tion results showed that the proposed method can avoid overlaps and overload on application-level

links. Although the method in Chapter 3 needs some processes that are exchanging information

among application-level nodes and estimating performance to choose application-level routes, the

method can achieve higher network performance, compared to the method in Chapter 2. Therefore,

when the operators of application-level routing have enough computing resource and can exchange

information with other operators, the proposed method in Chapter 3 is relatively appropriate.

In Chapter 4, we focused on content-centric networking that largely affects the ISPs’ network

operation cost. Although in-network caching mechanism of CCN has a positive effect to reduce

transit cost, there is a potential to reduce further amount of transit cost. Then, we proposed a cache

sharing method for the in-network caching of CCN to achieve further reduction of transit cost by

exploiting peering links between ISPs. The method avoids overlaps of cached contents at CCN

routers in multiple ISPs, as well as includes additional mechanisms to balance the network traffic

between cooperating ISPs. We confirmed the additional reduction in transit cost by the proposed

method, compared to the normal CCN behavior.

In the future, for the application-level routing, there is a challenge on how to spread the proposed

methods to operators of application-level routing. In particular, as described above, the method

in Chapter 3 needs the processes to exchange information and calculate a near-optimal solutions.

Therefore, if end users do not want to follow these process, the proposed method cannot be ac-

tivated. Then, the following situation has more reality: ISPs conducts the proposed method and

provide the calculated routes to end users. In such situation, the ISPs may tend not to exchange
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whole network information each other to avoid security risk by exposing own network information.

Also when cloud network service providers adopt the proposed method in cooperation, they may

refuse to provide the detailed information of cloud networks. Therefore, a methodology may be

required to maintain the performance under limited information on measurement results of network

performance, network topology, and other nodes’ route selections.

The next step of the proposed cache sharing method in Chapter 4 is to ensure the scalability

and manageability. The advertisement of content names by the flooding mechanism is not scalable

to the number of CCN routes. Therefore, we need to investigate a scalable mechanism such as

hierarchical clustering mechanism. We will also examine performance bottleneck of CCN with the

proposed method and develop a method to avoid it.

As long as the Internet is built up by multiple competing and cooperating ISPs, any traffic

routing mechanism ignoring ISPs’ cost is not acceptable. The proposed methods in this thesis can

provide a reasonable scenario to utilize application-level traffic routing and CCN continuously. We

believe that the researches in this thesis, which are the considerations and evaluations on the new

types of traffic routing from the aspect of ISPs’ cost, will contribute the further development of the

Internet.
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