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Abstract

As robotics recently advance, we will expect that robot should more prevail in human society.

For this society, we have to tackle the most difficult and important problem, that is how to appro-

priatly build relationships between humans and robots. Currently, Human Robot Learning (HRL)

deals with a part of this problem. However, HRL focuses on narrower relationships than those

of the problem. HRL supposes that robots and human learn each other and performance of the

robots are evaluated by both of learning effects. However, current robot systems cannot respond

to humans without human’s supports because the systems cannot perfectly recognize meanings of

conversations and act autonomously. To act autonomously, robots have to recognize meaning of

conversations correctly and decide the optimal actions depending on the situations.

Thus, we focus on robot’s understanding of conversational situation to act autonomously. We

apply conversational robot to the robot support in collaborative learning as a specific example of

HRL. We first set up an experimental task as instance of collaborative learning and conducted a

conversational experiment using the wizard of oz method. Then we defined conversational states

as conversational situation in the task, investigateing the collected experimental conversational

data. Finally, we proposed the method to understand conversational states using hidden Markov

models, considering semiautomatic robot action generation. Estimation results showed that our

proposed method attain 50% of state recognition accuracy, resulting in effectiveness of our pro-

posed method.
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1 Introduction

As robotics recently advance, we will expect that robot should more prevail in human society.

For this society, we have to tackle the most difficult and important problem, that is how to appro-

priatly build relationships between humans and robots. However, most studies in this area only

statistically confirmed the facts which had not investigated because relationship between human

and robot is vague. To advance this study, it is important to refine vague relationship to more

determinate relationship called Human Robot Learning (HRL).

HRL supposes that humans and robots learn each other and evaluate the performance of a

robot by what humans and robots learn. Giving the objective of learning each other increases

their research focuses and makes the researches practicable. HRL considers future society where

robots join into human society states where humans and robots relay on each other and learn

each other. Here robots will emerge intelligence and creative collaborative activities in the human

society beyond their ordinary limited roles. They will take part in new roles that enforce the

quality of interactions between humans. Existence of these robots extremely progresses mutual-

understanding among humans.

Humans become smart in not only ”teaching-learning” relation but also”learning-each-other”

relation. However, until now research techniques which disclose what kind of relations are effec-

tive in learning are limited in investigating emerged process in group activities. On the other hand,

HRL can improve the effects of communication by controlling utterance contents and timing of

robots that join in human conversations.

However, most robots used in HRL experiments are remotely controlled, and the robots cannot

autonomously decide an action after understanding intentions in human conversational utterances.

For example, Siri on iOS can estimate key words for search information from utterances in human-

to-robot one-on-one conversations, but cannot understand human long term intentions in human

conversations. Robots in HRL must be able to understand the human intentions in future so that

they will prevail in educational fields.

We have researched dialogue processing to support human’s thinking, guide them, and evoke

thier new ideas. In these researches, we implemented a natural speech interaction system using

state of the art techniques such as large vocabulary speech recognition and text interactive pro-

cessing. We aim at generating the communication strategy by which a robot performs appropriate
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actions to humans. To attain this aim, we propose a calculation model integrating various infor-

mation and a statistical action generation model, which makes appropriate decisions using the

calculation model.
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2 Related Work

In this paper we model dialogue flow using HMMs. We note that HMMs have been used to model

task oriented dialogues (Shirai, 1996) and casual conversation (Isomura et al., 2006). In contrast,

this study uses HMMs to model and analyze multiparty collaborative conversations. There is not

any similar studies in this area. In addition, while the two previous studies only modeled dialogue

flows, the aim of the proposed method is to extend the HMMs to dialogue control. Recently Multi

party dialogue system has been proposed(D. Bohus et al., 2009). However, in these systems,

dialogue controls were made by conversation researchers. In contrast, the aim of the proposed

method is to obtain dialogue control automatically.
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3 Collaborative Learning Scenario

In this research, we use Yoyo Problem that is presented in Figure 1 for collaborative learning.

The problem is proper for estimating conversation situation, it is because that the problem that

occurs when we try to study construction of internal models is that the problem may include its

own peculiar difficulties originating from the problem structure and the solver’s knowledge. This

section describes Yoyo Problem and procedure of the problem.

3.1 Yoyo Problem

Two persons practice the collaborative learning with Yoyo Problem[1] that is presented in Figure

1. The problem is multiple-choice, to predict the direction of movement of a yoyo placed on the

floor and wound by a string, if the end of the string is pulled as illustrated in Figure 1. Answers

to the problem are either that the yoyo ”rolls to the left,” ”rolls to the right,” ”does not move,”

or others. The correct answer is that the yoyo ”rolls to the left,” since the direction of rotational

momentum caused by the tension force in the string and the center of rotation at the yoyo’s point

of contact with the floor is to the left.

Robot joins in this learning and stimulate objective view of persons by repeating an utterance

that is important meaning called ”revoice”.

3.2 Procedure

We practice the collaborative learning with Yoyo Problem that is presented in Figure 1 in the

following steps.We split procedure into a phase and after that name each phase with this number.

Phase1.The first meeting (5 minites)

Robot and human practices the self-introduction each other before performing collaborative

learning. The robot performs self-introduction and talks between a participant freely. Be-

cause it is important that a robot and persons relax the tension, the robot talks with persons

positively.

Phase2.Solving The Yoyo Problem (10 minites)

After an explainer reading aloud of the problem, persons and robot discuss the problem and

answer , as they watch the problem that is distributed.
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Figure 1: yoyo problem

Phase3.Confirmation of the result (5 minites)

The explainer distributes a real yoyo and robot let persons experiment to check a correct

answer. And the explainer let persons write a correct answer and let persons and robot argue

about a reason again.

Phase4.Confirmation of the reason about the result after an explanation (5 minutes)

After having heard the commentary about the correct answer, a robot asks about the under-

standing of contents and instructs it.
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4 Data Collection for Collaborative Learning Scenerio

In this section, we explain the data collection and management to create a conversation model

4.1 Conversation Experiments for Data Collection

To collect the data that is needs to create a conversation model, we performed conversation exper-

iments of collaborative learning that had explained in 3.1 section. There are about 40 dialogues

between 80 persons and a robot on this corpus. The constitution of the system which we used for

an experiment is presented in Figure 3. In addition, we explain the behavior of the robot in 4.1.1

sections.

4.1.1 Wizard of Oz

The behavior of the robot which intervenes as a listener when we collect dialogue data uses Wizard

of Oz (WoZ) method. WoZ method is the effective simulation technique for dialogue system,

it is what human who pretend the dialogue system called Wizard talks to persons. Wizard has

understanding with Yoyo Problem and he behave to a robot.Because persons believe that he talks

to a robot, Dialogue Data is close to the proper system.

4.2 Dialogue Data

To estimate the dialogue situation that is aim of our research, we give the dialogue data which

had recorded in the experiments the two information which is utterance label and dialogue state.

An utterance label is the symbol which extracted a characteristic every utterance of a user and the

robot. A dialogue state is contents at each point of talks carried out. We can estimate a dialogue

state from utterance label by using conversation model created by both utterance label and dialogue

state. Utterance label is explained in 4.2.1 section, and dialogue state is explained in 4.2.3 section.

4.2.1 Utterance label

The utterance label is an attribute to give to utterance to distinguish content included in the ut-

terance, for example table 1. Every utterance is given the utterance label, and one utterance may

be given plural labels. In addition, one label is not given through more than two utterance. An

utterance label has a type and contents, and contents become the hierarchical structure in the low
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rank of the type. The type classifies kinds of the utterance, and the contents classifies contents of

the utterance. In the case of an unnecessary type to classify in contents, contents do not exist.

Table 1: utterance label

human’s label robot’s label

type contents type contents type contents

Greeting Explanation slip Greeting

Description Explanation no-slip Instruct

Description about robot Explanation Yoyo:rolls Call

Self-Disclosure Explanation Yoyo:rolls to the left Question

Self-Disclosure place Explanation Yoyo:rolls to the right Question reason

Self-Disclosure name Explanation Yoyo:does not move Question promote

Question Explanation Yoyo:shape Revoice

Question place Others Revoice name

Question name Others utterance Others

Question other Others reply Others reply

4.2.2 Labeling

Every utterance is given the utterance label like table 2. Two people give the label to use in this

study to each dialogue data according to a manual which determined the rule that what kind of

scene that you gives label.

Table 2: example of labeling

utterance label1 label2

type contents type contents

Hello. Greeting

Because this yoyo does not slip, the yoyo rolls.Explanation No-slip Explanation Yoyo:Roll
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4.2.3 Dialogue state

Dialogue state is the state indicating the contents of the talks at each point of utterance, and it

becomes the purpose of this study to estimate this. The dialogue state is divided into several

kinds of contents every phase and changes by the flow of talks. A robot becomes able to estimate

dialogue state at each point in time to be the state transition of the conversation model at each point

in time from the input of the label by connecting transition of dialogue state with conversation

model.
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Figure 2: experiment image

Figure 3: the physical configuration of the system
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5 State Estimation of Multi-party Dialogues using Hidden Markov

Model

This section describes the making of the conversation model using HMM (Hidden Marcov Model)

and the dialogue state estimate technique, and the evaluation.

5.1 Conversation Models of Each Phase

The conversation model made it using the dialogue data which we explained in 4 section.I use

Jahmm making a model using hmm.The models that we made are figure 4,5,6,7. To make the

estimate of the dialogue state more highly precise, the conversation model fixed an initial state

and a final state for every phase and made it separately. After having made the model of each

phase, we unite each model and make one model through the whole talks. Each state of the model

has initial state, an end state, dialogue state. The dialogue state is divided into a human dialogue

state and robot dialogue state and assigns the dialogue state that we explained in 4.2.3 section to

a human talks state. To estimate these human dialogue state is the purpose of this study, and what

the action of the robot generates using robot dialogue state semi-automatically is the final aim.

5.1.1 Initial Parameters

For an initial value, we decided the number of the states, and in condition transition probability,

and the utterance label generation probability in each state before making conversation model.

The number of the states of each phase is initial state, an end state, the dialogue state total value.

The state transition probability gives all transition except transition from the transition from initial

state to an end state, dialogue state and an end state to initial state probability, and a value is all

equal. The utterance label generation probability that is in each state gives the utterance label

which may appear according to a human dialogue state and robot dialogue state probability every

phase, and the value becomes equal. In addition, the label generation probability of the initial state

and the end state sets it to the total of the human talks state and talks state of the robot.
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Table 3: number of states of conversation models of each phase

Phase1 Phase2 Phase3 Phase4

initial state 1 1 1 1

human’s dialogue state3 5 4 3

robot’s dialogue state 3 4 4 2

last state 1 1 1 1

number of states 8 11 10 7

5.1.2 Learning for State Estimation

We explain the learning of the talks model here. The conversation model learns a utterance label

line as input with the initial value that we set in 5.1.1 section. However, we cannot estimate

dialogue state by having only input an utterance label line. Therefore we realize the estimate of

the dialogue state by connecting the state of the model with the dialogue state that we want to

estimate.

For example, in the case of Phase 2, the dialogue state that we want to estimate has initial

state and human dialogue state that are six in total. When we give these dialogue state the initial

generation probability of the utterance label, we distinguish an utterance label every dialogue state

and initial generation probability and learn it, thus we can learn the generation probability that is

in each state and the transition probability to each state definitely.

5.2 Whole Conversation Model

This section explains a model through the whole talks of the collaborative learning.

5.2.1 Model Meage

We make conversation model through the whole talks by connecting every conversation models

of each phase by adding transition probabilityp from the end state of models of each phase to the

initial state of model of next phase. After multiply1− p and all state transition probability that an

end state has, the end state is given the transition probabilityp that is from the end state to initial

state of transition ahead.
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5.2.2 Smoothing

Deflection occurs to the generation probability of the utterance label which each state has because

there are few learning data. We prepared for the generation probability of the utterance label

which each state should have for this correction and canceled the deflection by multiplying it and

constant probability.

5.2.3 Flooring

When I make a model, I assumed the generation probability of the utterance label which is in each

state 0 or a constant value, but unexpected label input of one makes an estimate impossible when

I estimate a state as it is. The generation probability of the utterance label gave label generation

probability of the pettiness on 0 labels to cope with the input of an unexpected label.

5.2.4 Model

The model that we made is figure 8. As for the double circle of the figure, initial state and the end

are in a state, and, as for the circle, human dialogue state, and the square expresses robot dialogue

state. In addition, state from 0 to 7 expresses a state of phase1, and state from 8 to 18 state a state

of phase2, and state from 19 to 28 expresses a state of phase3, and state from 29 to 35 expresses a

state of phase4, and state 36 expresses an end state of the whole model.

5.3 State Estimation

This section explains the state estimate technique using the conversation model which had made

in 5.2 section. This model assigns the dialogue state that you should estimate to a human dialogue

state and learns it. Therefore maximum likelihood state demanded at each point in time becomes

state to be estimated each point in time by using Viterbi algorithm as input in an utterance label

line for conversation model.

The evaluation method is a rate of concordance with the dialogue state that estimated that the

talks that dialogue data are given are in a state from a utterance label. But I perform the rate of

concordance only about human utterance and do not perform a state estimate about the utterance

of the robot.
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5.4 Evaluation

We evaluated a state estimation using ten dialogue data that is not used for learning. The evaluation

result is table 4.

Table 4: rate of concordance of the state estimation

average max min

Phase1 0.59 0.78 0.37

Phase2 0.45 0.88 0.16

Phase3 0.49 0.78 0.15

Phase4 0.62 0.97 0.22

Whole 0.51 0.76 0.35

5.5 Discussion

Confirming the error of the state estimate, there was a pair of state which had a relationship to

often get a wrong estimate each other e.g. state 9 and 10 in figure 8. When I considered the wrong

estimate of this pair to be concordance and calculated a rate of agreement, the rate of concordance

grew from the value near min to the value near max of Phase2 of table 4. It is thought that this

is because conversation model cannot distinguish these pair of dialogue state with the utterance

label which I prepared soon substantially. Therefore we think that the rate of concordance can be

improved if we can prepare an utterance label distinguishing these states well.
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6 Conclusion and Future Work

We had researched dialogue processing of supporting human’s thinking , guiding, and rousing

thought. These research incarnated a natural voice interaction that is possible in a current technical

range by using technique of voice recognition and text interactive processing. This study proposed

the method of state estimation by considering a calculation model and a generation model to

incarnate a suitable interaction between humans and robot by using of an existing technique. By

this, we are convinced that we were able to walk one step to build the relations that a person and a

robot learn each other.

In the future work, we will set an utterance label which is to estimate the dialogue state more

correctly or can estimate even if an utterance label has an error. We will complete the semiauto-

matic generation of the action of the robot by using the speech recognition and automated labeling

and state estimation.
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