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Preface

As the Internet becomes a social infrastructure of information exchange and global communication, many
network devices are connected to the Internet and many users communicate via the Internet. Nowadays,
the Internet faces several problems. One of problems is complic tbeehavior of the Internet. The
development of new networking applications contributes to an increase in complexity of Intefiiet tra
behavior. For instance, conflicts between selfish behavior in overlay networks fitdengineering in
underlay networks lead to performance degradation. Furthermore, with the advancement of cloud com-
puting, data migration between data centers causes unexpediadftvatuation and unexpected fiia
increase. Such the Internetftia behavior could lead to excessive expansion or resource shortage. Thus,

understanding the Internet ffi@ behavior is important for designing costextive networks.

In this thesis, we investigate design of coffeetive networks under the fiec dynamics. For this
purpose, understanding of fii@ dynamics and models of capacity allocation are both essential.

We begin this thesis with discussion aboufficadynamics in ISP router-level topologies (hereinafter
we call ISP topologies). We try to uncover the relationships betwedilictizehavior and topological
structures of ISP topologies. Understandingtitadynamics and its causal structure is expected to be
applied to the resource allocation and network design. For example, understanflinglynraamics in
ISP topologies is useful to absorb Internetficabehavior, such as allocating bandwidth to links having
the potential of large fluctuation. For the other example, detecting how topological strudfectsratic
dynamics is contributory to develop a design method for cfisttive networks that suppressftra fluc-
tuation. We first analyze tfic dynamics in large-scale topologies, such as ISP topologies, where TCP
sessions interact with each other over all links. Then, we investigate how the topological strifetttse a

the network performance in detail. Our results show that flow control functionality of TCP causes high



traffic fluctuation. However, the high-modularity structure of ISP topologies reduces the number of links
where trdfic fluctuation occurs.

Our next concern is how the link bandwidth of ISP topologies was designed underftivadyaamics
induced by flow control functionality. Because link bandwidth is a characteristic particular to commu-
nication networks and is essential to the network performance, modeling link bandwidth distribution of
ISP networks is crucial to establish new network control methods. First of all, we confirm the link band-
width distribution of an actual ISP network in Japan follows a power law, and topologies with power-law
link bandwidth distribution can accommodatefii@efficiently. To clarify the reason why the link band-
width distribution shows a power-law characteristic, we focus on design principles in ISPs. That is, ISPs
enhance the bandwidth of a bottleneck link, either periodically or occasionally, through flieertran-
itoring. However, the bottleneck link is dynamically changing due to the dynamic interaction between
TCP and structure of ISP topologies. We therefore investigate the evolution process of link bandwidth
and its distribution to accommodate TCPfii@in ISP topologies. We conduct a simulation for periodic
bandwidth enhancement with consideration officadynamics induced by TCP and show that the periodic
bandwidth enhancement reproduces the similar characteristics of bandwidth distribution of the actual ISP
network in Japan. These findings are in turn applied to develop our modeling method of link bandwidth of
ISP networks. We propose a bandwidth allocation model by considering the both the topological structures
of ISP topologies and TCP fifec dynamics, and show that our model generates a bandwidth distribution
with the similar properties to that obtained by the periodic bandwidth enhancement. We believe that our
model provides simulation environments for new control methods of the Internet.

Finally, we discuss about how interconnection topologies between constitutive subnettierkaet-
work performance. Interconnection topology between ISPs is important to desigrifective networks
since ISPs should consider how to accommodate exterrfattfeom neighboring ISPs. We therefore
investigate the relationship between network performance and structure of interconnection topology. Our
results show that the multiscale structure, where subnetworks are connected by links of various distance
and link density changes depending on the hierarchy level, suppresses the total amount of bandwidth to
accommodate tfic demand in interconnected networks. These results show possibility of a solution of
the Internet design. Our findings feed new insight design of the Internet topology composed by intercon-

necting ISP topologies.
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Chapter 1

Introduction

1.1 Background and Overview

As the Internet becomes a social infrastructure of information exchange and global communication, many
network devices are connected to the Internet and many users communicate via the Internet. Nowadays,
the Internet faces several problems. One of problems is the growthflid fralume. According to Cisco

VNI forecast [1], the total volume of global IP ffec is expected to grow from a volume of 31 Exabytes

per month in 2011 to a volume of 110 Exabytes per month in 2016. Thicti@lume of the Internet

is always increasing. The authors of Ref. [2] compared evolution of high-end IP router’s capaffity, tra
load, and energyficiency in silicon (e.g. CMQOS) technologies (shown in Fig. 1.1). The increasing
trend in the volume of tiéc follows Moore’s law by doubling every 18 months [3]. Similarly, capacity

of high-end IP routers keeps increasing with an increase factor of 2.5 every 18 months [4]. The figure
shows that increasing ratio of router capacity exceeds the growth rateffaf tralume. On one hand,

there is a possibility that the router capacity will still continue to increase. On the other hand, upgrades or
replacements of routers are driven by the increase fifdrzlume. Therefore, reducing ffie congestion

is important to suppress the use of high performance routers. Similarly, energy consumption of high
performance routers becomes more serious high performance routers usually consume lots of energy..
Designing networks in order to minimize the potential for excessive congestion on routers or links reduces

the use of high performance routers.



1.1 Background and Overview
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Figure 1.1: Evolution of capacity of routers, fiia load, and CMOS energyffeciency: This figure is
referred from Ref. [2]

For designing costftective networks, understanding Internefffimdynamics is essential. Under-
standing tréfic dynamics and its causal structure is expected to be applied to the resource allocation and
network design. For example, understandingficalynamics is useful to absorb Internetii@behavior,
such as allocating bandwidth to links having the potential of large fluctuation. For the other example,
detecting how topological structuréects tréfic dynamics is contributory to develop a design method for
cost dfective networks that suppressftta fluctuation. However, the Internet ffi@ behavior is hard to
capture precisely because of its complexity. The development of new networking applications contributes
to an increase in complexity of Internetffia behavior. For instance, conflicts between selfish behavior
in overlay networks and tfAc engineering in underlay networks lead to performance degradation [5].
Furthermore, with the advancement of cloud computing [6], data migration between data centers causes
unexpected tr@ic fluctuation and unexpected fiig increase [7]. In addition, the increasing humber of
Internet connected devices induced by the fast popularization of smartphones and laptops [8] and the

development of Internet of things [9] causes increase in complexity.

We therefore focus on the relations between complex behavior and topological structure, rather than

precisely capturing the Internet ffi@ behavior. For this purpose, we use the knowledge of complex
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Chapter 1. Introduction
networks science. Complex networks are ubiquitous real world including the Internet and, for example,

transportation networks, social networks, food web. Many of the findings in complex networks have been
accomplished over broad areas such as physics [10-13], biology [14], social science [15, 16]. One of the
features of complex networks is a power-law degree distribution. In the power-law topologies, existence
probability P(k) that nodes having links is proportional tdk™ (y is constant). Actually, measurement
studies revealed that the degree distribution of the Internet topology follows a power law [17,18]. Recently,
many researchers discussed about generation methods of power-law topologies [19—23] and topological
properties of complex systems [14, 24—28]. For exampl#jdrdynamics in complex networks has been
discussed in Refs. [24-26, 29-31]. These studies will be helpful to understandingflivedyaamics

in ISP topologies. Findings from these studies are helpful to designing ffestiee networks. How-

ever, the network performance of power-law topologiesfiiscded not only by their degree distribution

but also by their topological structure. Li et. al. [21] introduced topologies havifigreit structure
regardless of the same degree distribution. They pointed out thatffeeedice in structure leads to the
difference in network performance, such as totdtitravhich network can accommodate. Previously, we
have compared the structurafférences of the AT&T topology measured using the Rocketfuel tool [32]
and the topology generated by the Baxsib Albert (BA) model (introduced in Ref. [19]) [33, 34]. We
separate the two topologies into modules, the set of densely-connected nodes, by using the method in
Ref. [15]. We then examine class of node functions determined by Ref. [14]. The comparison between
the two topologies revealed the AT&T topology has highly-modularity structure, that is, some modules
are connecting with each other by a few inter-module links. We confirm the high-modularity structure is
a common characteristic of ISP topologies. We therefore focus on the high-modularity structure of ISP
topologies.

Then, we begin this thesis with discussion abouffizadynamics in ISP topologies. We try to un-
cover the relationships betweenffra behavior and the topological structure of ISP topologies. Toward
understanding Internet titec behavior, we first analyze fitec dynamics in large-scale topologies, such as
ISP topologies. In previous studies, the relationships between the statistical properties of Intgimet tra
and end-to-end flow control have been discussed. In Refs. [35, 36], it is revealed that Intdficedxra
hibits long-range dependence (LRD), wherditcaluctuation appears to be independent of measurement

time scale. Various studies have investigated the reasons for LRD. One of the reasons is flow control in

-3-



1.1 Background and Overview
the transport layer, such as TCP [37-39]. However, these studies deal with small, simple topologies. In

large-scale topologies, TCP sessions interact with each other over all links. Then, we investigate how
the high-modularity structurefi@cts the network performance in detail. Our results show that flow con-
trol functionality of TCP causes high ff&c fluctuation. However, the high-modularity structure of ISP
topologies reduces the number of links wherditdluctuation occurs.

Our next concern is how the link bandwidth of ISP topologies was designed underffioadyaamics
induced by flow control functionality. Because link bandwidth is a characteristic particular to communi-
cation networks and is essential to the network performance, modeling link bandwidth distribution of ISP
networks is crucial to establish new network control methods. First of all, we confirm the link bandwidth
distribution of an actual ISP network in Japan follows a power law and topologies with power-law link
bandwidth distribution can accommodatdiiaefficiently. To clarify the reason why the link bandwidth
distribution shows a power-law characteristic, we focus on design principles in ISPs. ISP networks are
designed to accommodate dynamidiia ISPs monitor the tfic, and forecast the peak demand in the
near future. On the basis of this prediction, they then enhance the bandwidth of a bottleneck link, either
periodically or occasionally [40]. The current bandwidth distributions of ISP topologies thus result from
the accumulation of link bandwidth enhancements. We consider that there would be a close relationship
between link bandwidth and structure of ISP topologies. We therefore investigate the evolution process
of bandwidth distributions to accommodate TCHitcain ISP topologies. We conduct a simulation for
periodic bandwidth enhancement with consideration dfitralynamics induced by TCP and show that
the periodic bandwidth enhancement reproduces the similar characteristics of bandwidth distribution of
the actual ISP network in Japan. Comparing the results of ISP topologies and model-based topologies,
we conclude interaction between the topological structure of ISP topologies and HaFcwatributes a
power-law bandwidth distribution. These findings are in turn applied to develop our modeling method of
link bandwidth of ISP networks. We propose a bandwidth allocation model by considering the both the
topological structure of ISP topologies and TCHitcadynamics, and show that our model generates a
bandwidth distribution with the similar properties to that obtained by periodic enhancement. We believe
that our model provides simulation environments for new control methods of the Internet.

Finally, we discuss about how interconnection topologies between constitutive subnetiferkaet-

work performance. In this thesis, we call a network constructed by subnetworks “interconnected network”
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Chapter 1. Introduction
and call a topology composed by links between subnetworks “interconnection topology.” Until the previ-

ous paragraph, we have focused on the relations betwe@n thenamics and bandwidth distribution in a
single ISP topology. However, the Internet is composed by a large number of ISP topologies. Recently,
huge content provider called “Hyper Giants” such as Google contribute a large amount of Internet inter-
domain trdfic. According to one estimate, the total Internet inter-domaifi¢reeaches around 120Tbps

in the mid of 2012 [41]. To achieve cosffective networks, ISPs should consider how to accommodate
external tréfic from neighboring ISPs. In the past, ISPs have constructed peering and transit connec-
tions with other ISPs at their own policies in order to increase their profit. However, communication
efficiency obtained by the discretion of each ISP does not lead to globally optinfieddrecy. Therefore,
interconnection topology between ISPs is important to design ¢esttiee networks. We investigate the
performance of interconnection topology with graph-theoretical approach. It is expected that topological
structure of interconnection topology between subnetwoffiectthe performance of interconnected net-
works. We construct interconnection topologies having five classes of structure determined by Ref. [16].
We then evaluate network performance of interconnected topologies composed by subnetworks having
each class of structure. Our results show that the multiscale structure, where subnetworks are connected
by links of various distances in terms of relative position in subnetworks, and link density changes de-
pending on the hierarchy level, suppresses the total amount of bandwidth to accommdiilatietreand
regardless of the ffierence in structure of subnetworks and thedénce in degree distributions of sub-
networks. These results show the possibility of a solution of the Internet design. Our findings feed new

insight design of the Internet topology composed by interconnecting ISP topologies.

1.2 Outline of Thesis

Analyzing Dynamics of Feedback-induced Packet Delay in ISP Router-level Topologies [42—
50]

In Chapter 2, we investigate packet delay dynamics arffidructuation in ISP topologies where the
degree distribution exhibits a power-law nature, and the nodes interact via end-to-end feedback control

functionality. Measurement studies have revealed that the degree distribution of the Internet topology
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1.2 Qutline of Thesis
follows a power law [17, 18]. That is, the existence probabiR) of node withk out-going links

approximates t&™ (y is constant). The structure of power-law topologies al$ecathe performance

of networking mechanisms, such as routing mechanisms [33]. These studies indicate that the power-law
degree distribution alone does not determine network-level performance. Thus, the topological structure
of ISP topologies has the large potential fieat the network performance. We first show the packet delay
dynamics of the BA topologies generated by the BasabAlbert (BA) model and the ISP topologies.
Simulation results show that the end-to-end delay distributions exhibit a heavy tail in the TCP model.
Moreover, the number of links with highly fluctuating queue length increases dramatically compared to
that in the stop-and-wait model. However, the high-modularity structure of the ISP topologies reduces the

number of highly fluctuating links compared with the BA topologies.

Performance Evaluation of Link Bandwidth Distributions in ISP Router-level Topologies
[51]

One of our main motivations in Chapter 3 and 4 is to investigate the modeling methodology for realistic ISP
networks. In Chapter 3, we investigate impacts of link bandwidth distributions in the ISP topologies. The
performance of network control methods strongly depends on Internet topology and bandwidth of links,
a proper network model is necessary to shdkgaiveness of those methods. However, many researches
about modeling methods of topology have been discussed only focused on the power-law characteristic of
the degree distribution. In these researches, there was an assumption that link bandwidth can be ignored,
or they are identical. Therefore, it is important to reveal characteristics of a communication network and
origin of them. We first reveal that the link bandwidth distribution of an actual ISP network in Japan
obeys a power-law with exponent -1.1. To clarify the reason for the link bandwidth distribution, we
evaluate throughput of networks having various kinds of link bandwidth distributions. We generate three
distributions of link bandwidth; power-law, exponential and identical. Then we assign the link bandwidth
to ISP topologies, and compare the network performance. Results show that topologies with power-law
link bandwidth distribution can accommodate mordficahan that with other two distributions. We also
reveal that it is insfiicient to consider only the constraint of node processing capacities, even though it is

discussed in Ref. [21], in evaluating the network performance.
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Chapter 1. Introduction
Modeling Link Bandwidth Distribution in ISP Router-level Topologies [52]

In the previous Chapter 3, we show that topologies with power-law link bandwidth distribution can ac-
commodate more tfAic than that with other two distributions. We consider that there would be a close
relationship between link bandwidth and structure of topology and reveal the relationship between link
bandwidth and structure in ISP router-level topology.

In Chapter 4, we investigate the evolution process of bandwidth distributions to accommodate TCP
traffic in ISP topologies. We focus on design principles of ISPs. ISPs monitor tffie,tend forecast
the peak demand in the near future. ISPs predict future demand from monitdfedeinhance the band-
width of a bottleneck link, either periodically or occasionally [40]. The current bandwidth distributions of
ISP topologies have the possibility to béeacted by the trdic dynamics induced by a dynamic flow con-
trol. We confirm the resulting bandwidth distributions obtained by periodic enhancement has the similar
properties to the bandwidth distribution of an actual ISP topology in Japan with a power-law exponent of
around -1. The results of other ISP topologies indicate that bandwidth distributions of ISP and BA topolo-
gies follow a power-law. We finally propose a bandwidth allocation model that reproduces the similar

properties to the bandwidth distribution obtained through TCfdraimulations.

Design of Interconnected Networks between ISP Topologies [53]

In Chapter 5, we focus on how interconnection topologies between interacting subnetiierkaetwork
performance. The Internet is composed by connected a large number of autonomous systems (ASs), such
as ISPs. ISPs have constructed peering and transit connections with other ISPs at their own policies in
order to increase their profit. However, communicatifficeency obtained by the discretion of each ISP

does not lead to globally optimizedtieiency. Therefore, designing interconnection topology between
ISPs will be essential to accommodate increasetidria the near future. We categorize interconnection
topologies into five classes determined by Ref. [16]. We investigate performance of interconnected net-
works constructed by subnetworks having each structure. We show that performance of interconnected
networks is having the multiscale structure, suppresses construction cost regardless fo¢tecdiin

structure of subnetworks and thefdrence in degree distributions of subnetworks.






Chapter 2

Analyzing Dynamics of Feedback-induced
Packet Delay in ISP Router-level

Topologies

2.1 Introduction

Dynamic interactions among various network-related protocols as a result of functional partitioning make
the Internet a complicated system whose details dfeedlt to confirm because of its large-scale, het-
erogeneous structure. One of the complex behaviors of the Interneffis thgnamics. For example,

flow control and congestion control of TCP can cause short-range and long-range dependence of traf-
fic [54]. Ever-changing networking technologies and applications make the behavior of the Internet more
complex [55]; thus, understanding and controlling the complex behavior of the Internet are important for
designing future networks.

Although the statistical properties of networkftraare hard to capture, studies have revealed that the
degree distribution of the Internet topology follows a power law. That is, the probability that nodes having
k links exist is proportional t™ (y is constant). Baraisi et al. proposed the Bai@d-Albert (BA) model
to generate power-law topologies having power-law degree distributions [19]. Li et al. showed several

topologies that have fierent structures but have the same degree distribution [21,56]. They pointed out
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2.1 Introduction
that diferences in structures lead tdfdrences in the amount of ffe that the network accommodates.

Moreover, the structures of power-law topologies alfea the performance of networking mechanisms,
such as routing mechanisms [33]. These studies indicate that the power-law degree distribution alone does
not determine network-level performance. That is, topological structure properties other than the degree
distribution are essential to discuss the performance of networks [21, 57].

In previous studies, the relationship between the statistical properties of Inteffietaral end-to-
end flow control has been discussed. In Refs. [35, 36], it is revealed that Inteffietdsdibits long-
range dependence (LRD), whereffi@afluctuation appears to be independent of measurement time scale.
Various studies have investigated the reasons for LRD. One of the reasons is flow control in the transport
layer, such as TCP [37-39]. However, these studies deal with small, simple topologies.

It has been revealed that end-to-end flow control functionality of TCP sesdieassaratic dynam-
ics through an interaction at a single link. In large-scale topologies, TCP sessions interact with each
other over all links. Nevertheless, previous studies on design and performance evaluation of a large-scale
topology [24, 26] have not considered the end-to-end feedback control functionality provided by transport
layer. We therefore investigate theffra dynamics in large-scale topologies where the topological struc-
ture greatly &ects the network performance. More specifically, we investigatBdmynamics on ISP
router-level topologies (ISP topologies) where the degree distributions exhibit a power-law nature, and the
nodes interact via end-to-end feedback flow control functionality. First, we show the packet delay dynam-
ics and compare the results against the BA topologies generated by the BA model and the ISP topologies.
We then discuss how the interaction between the structures of topologies and the flow céisictdsize
end-to-end delay distribution and the appearance of LRD in the queue length for each link. The results
show that the TCP flow control makes the queue length of links in the network fluctuate because TCP
tries to use available bandwidth. However, we show that the queue length of many links does not fluctuate
regardless of TCP in the ISP topologies. This phenomenon is due to the high-modularity structure of the
ISP topologies. We investigate the relationship between the modularity of topologies and queue fluctua-
tion. We find that topologies with high-modularity structures have a lower number of highly fluctuating
links.

This chapter is organized as follows. We introduce related work in Section 2.2. In Section 2.3, we

show the network model that we used for the simulations. In Section 2.4, we evaluate the influence of the
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Chapter 2. Analyzing Dynamics of Feedback-induced Packet Delay in ISP Router-level Topologies
power-law topologies and TCP flow control. Finally, in Section 2.5, we conclude this chapter and mention

future work.

2.2 Related Work

2.2.1 Structural Properties of Power-law Networks

Recently, there have been a considerable number of studies investigating power-law networks whose de-
gree distribution follows a power law. Baradi et al. introduced the BA model as a method for generating
a power-law topology in Ref. [19]. The BA model generates a power-law topology based on two rules: one
is incremental growth, and the other is preferential attachment. The resulting power-law networks have
two main characteristics. First, many nodes have a few links, and a few nodes, so-called hub nodes, have
many links. Second, the average length of the shortest paths between nodes is small. Many studies have
investigated topological properties appearing in the BA model or its variants. However, when router-level
topologies are concerned, the BA model, where links are attached based on a preferential probability, does
not emulate the structure of ISP topologies. We have compared the strucfteedrties of the AT&T
topology measured using the Rocketfuel tool [32] and the topology generated by the BA model [34]. The
results indicate that the design principles of networks gredtbcathe structure of the ISP topologies:
Design principles determine the node functionality, which in turn determines the connectivity of nodes.

In [14], Guimea et al. proposed a classification method of node functions. In this method, a network
is divided into multiple modules, and the within-module deg@&eand the participation cdigcient, P;,
are defined for each node. Assuming that the ridzidongs to a modulsg, the within-module degre#

of nodei is defined as

Zi = w, (2.1)
Os

wherek; is the degree of the nodeks > represents the average degree in modylkendos is the variance
of the degree distribution of nodes in modsie
We consider hub nodes as the nodes W&jthreater than or equal to 2.58. That is, when we assume the

standard normal distribution f&g;, top 0.5% nodes are hub nodes and the remaining nodes are non-hub
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2.2 Related Work

nodes. Note that the distribution @f is not always the normal distribution. However, we use 2.58 to

distinguish hub nodes having a much larger number of out-going links in the module and non-hub nodes.

The patrticipation caicientP; of nodei is defined as

Nm k| 2
PPo= 1- (—S) (2.2)

wherek;s represents the fraction of links connecting with nodes in mogwadNy, represents the number
of modules. That is, when all the links of nodeonnect with nodes belonging to the same modyl®;
becomes 0. Figure 2.1 shows that the roles of nodes are categorized by the va|wesidf;. Depending
on the values oP andZ, the role of the node is categorized into several classes. For exampleZiken
large andP; is relatively large, the nodehas many links connecting to other modules. Thus, the hide
categorized as eonnector hub On the other hand, provincial hubnode has larg&; and smallP;; that
is, it has many links connecting with nodes in the same module.

Figure 2.2(a) and Fig. 2.2(b) show the results of applying Guireenethod to the BA topology and
the AT&T topology. The module is calculated using the method in [15]. In Fig. 2.2, the vertical axis
indicates within-module degreg and the horizontal axis the participation @a@entP. Looking at Fig.
2.2(a), we observe that the BA topology has many connector hub nodes that connect between modules.

However, Fig. 2.2(b) shows that there are few connector hubs in the AT&T topology.

2.2.2 Traffic Dynamics in Power-law Networks

Some studies have investigatediialevel behavior in topologies having power-law degree distributions
[24,29]. Reference [24] demonstrates that congestion spreads easily over BA topologies because of their
low diameter. Low-diameterfiects also appear in the queuing delay distribution of these topologies. They
show that the queuing delay distribution of BA topologies has a long tail. Tieeteof end-to-end flow

control in the topology obtained by the BA model has also been investigated [29]. The authors examined
TCP control with LRD input tric and Poisson input tfidc and revealed that the average end-to-end

delay sharply increases for both types of inpufticasince packets concentrate more at hub nodes in the
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Figure 2.1: Classification of node function by participationfo&nt and within-module degree

BA topology.

Previous studies have used topologies generated by the BA model or its variants. However, even when
the degree distributions of some topologies are the same, their more detailed characteristics are often
quite diferent. As discussed in Section 2.2.1, the BA model does not adequately describe the structure
of ISP topologies. This clearly indicates that the power-law degree distribution alone does not determine

traffic-level behavior in ISP topologies.

Traffic dynamics has received great interest from the networking research community. It has been
revealed that Internet wide-area and local-areffitcr@an show LRD or self-similarity [35]. That is,
network trdfic exhibits a large variability even at a wide range of time scales. Recently, these statistical
properties have also been observed in peer-to-pefiictfd@6]. In Refs. [37, 38], TCP flow control is
considered to be the cause of LRD in Interneffica Simulation results of Ref. [39] show that LRD is still

observed when the stop-and-wait protocol is used instead of TCP. That is, the flow control functionality is
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2.3 Simulation Model
an essential factor for the cause of LRD. However, these studies deal with small, simple topologies. Thus,

we investigated how the structures of topologies impact tHedmynamics.

2.3 Simulation Model

2.3.1 Network Topologies

For the simulation, we use several ISP topologies using the Rocketfuel tool [32] and BA topologies gen-
erated by the BA model. BA topologies are generated such that the numbers of nodes and links are the
same as the corresponding ISP topologies. In Ref. [21,57], it is shown that the BA modefiiciesu
to model ISP topologies. However, we use the BA topology in this chapter, because one of our purposes
in the current paper is to clarify the essential structure of ISP topologies that characterizes fiin@ir tra
dynamics by comparing with the BA topology. The Rocketfuel is a topology measurement tool based on
traceroute. Note that the authors of Ref. [32] pointed out that the Rocketfuel might not cover some parts
of ISP topologies. Even when the Rocketfuel misses some of routers, ffisesut to investigate tféc
dynamics because the Rocketfuel provides active paths, including MPLS-based paths, between routers.
The actual ISP networks may have some routers invisible froaeeroute. We believe that the routers
are used for a backup purpose because they are placed on the inactive path for Internet users.

In the following simulation, we first evaluate and compare the AT&T topology with the corresponding

BA topology to identify the essential structure of ISP topologies that characterizes th&rdyamamics.

2.3.2 Packet Processing Model of Nodes

Each node has limited Hiers at each outgoing link. When a packet arrives at a given node and when
the node is the packet’s destination, the node removes the packet from the network. Otherwise, the node
selects the next node based on a minimum hop routing algorithm and forwards the packeftés afbu

an outgoing link connecting to the next node. Each outgoing link sends packets to the next node based on
FIFO and a drop-tail queuing discipline, deliveri@gpackets per unit time. Note that capacity of links

is heterogeneous in actual ISP topologies. However, we use the same link bandwidth to evdli@te tra

dynamics induced only by topological structure. Here, we do not use dynamic routing; i.e., each packet
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traverses the shortest path calculated beforehand. When multiple shortest paths to reach the destination are

found, the next node is determined by a packet’s source node. According to Ref. [BB] fluatuation
caused by TCP-like flow control appears in short time scales such as the round trip time (RTT). So, we

use a static routing strategy.

2.3.3 Flow Control between End Hosts

We examined stop-and-wait model and TCP model for flow control between end hosts. The stop-and-
wait model is introduced to clarify the impact of flow control functionality of TCP. In the simulation,
pre-specified numbers of sessions are created between nodes. Source and destination nodes are randomly
selected and each session arrives at a hode pair according to the Poisson process with me&achte

session always has data to send during the simulations, i.e., once a session is generated, it continues to

send data to destination node until the simulation ends.

Stop-and-Wait Model

In this model, when a source node sends a DATA packet to its destination node, the source node stops
sending a new packet until the source node receives the acknowledgement (ACK) packet from the desti-
nation node. If a source node does not receive the ACK packet within the retransmission time out (RTO)
period, the source node thinks that packet loss has occurred and resends the packet. The time-out period

is defined based on the RTT and is doubled for every time out.

TCP Model

In this model, source nodes control the amount of DATA packets based on the slow start and congestion
avoidance algorithms. The slow start and congestion avoidance algorithms are basic flow-control functions
of TCP. If the window size is lower than the slow start threshgktlireslh the source node uses the slow

start algorithm. When the source node receives an ACK packet, it extends the congestion winddw (

by one packet size<( segment sizesms$ and sends two new DATA packets to the destination node.

If the window size exceedssthreshthe source node uses the congestion avoidance algorithm. When

the source node receives an ACK packet, it extends the congestion windoeviaydland it sends an
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Table 2.1: The simulation parameters used in the TCP model

Buffer size 1,000 packets
Session arrival ratel] | 1 sessiori unit of time
Maximumcwnd 10 packets
Link bandwidth C) | 3 packetg unit of time
Simulation time 300,000 units of time

adequate number of DATA packets to the destination node. In our model, the congestion window size does
not exceed a pre-decided maximum window size. If the source node does not receive any ACK packet
within the RTO period, the source node recognizes that serious congestion has occurred. The source node
resends the lost DATA packet and reduces the congestion window by one packet size. The time-out period
is defined in the same way as in the stop-and-wait model.

In addition, we use the fast retransmit and fast recovery algorithms defined by RFC 2581 [59]. The
source node uses the fast retransmit algorithm when it detects packet loss and light congestion by the
arrival of three duplicate ACKs. When the source node receives the third duplicate ACK, it reduces the
congestion window to half and resends the lost DATA packet. After the retransmission, the source node
extends the congestion window based on the fast recovery algorithm. The source node keeps extending

the congestion window by one packet size as long as it receives the same duplicate ACKs.

2.4 Dynamics of TCP in Power-law Networks

In this section, we show the results of simulation for TCP and discuss the end-to-end delay and queue-
length fluctuation in detail. In the simulation, each link can transfer three packets per unit time. The other

parameters are summarized in Table 2.1.

2.4.1 End-to-End Delay Distribution

Figure 2.3 shows the end-to-end delay distribution of the BA (AT&T) topology and the AT&T topology.
The end-to-end delay represents one-way delay for DATA or ACK packets. In this figure, the end-to-end

delay distribution in the stop-and-wait model (the number of sessions is 100,000) is also plotted. From
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comparison with the stop-and-wait model, end-to-end delay gets larger in the TCP model. In the AT&T
topology, when the number of sessions is 10,000, packets take longer to reach their destinations compared
with the BA topology. In contrast, the end-to-end delay distribution of the BA topology changes drastically
when the number of sessions is 100,000. It has a long-tail distribution; i.e., many packets take a long time
to reach their destinations. End-to-end delay of less than 500 time units is hardly observed in the BA
topology. However, the end-to-end delay distribution of the AT&T topology does not vary widely when
the number of sessions increases.

The reason for this is that the congestion tends to occur in the BA topology when TCP is applied. The
term "congestion” means that afiier is occupied by packets and cannot receive any more packets. To
explain the reason more clearly, we show the number of congested links dependent on each time step in
Fig. 2.4. The figure shows that the frequency of congestion in the BA topology is about 4 times larger
than that in the AT&T topology. As discussed in Section 2.2.1, the BA topology has many connector
hub nodes, and the connector hub nodes transfer a large amount of packets between modules. Packets
concentrate at connector hub nodes in the BA topology. Thus, the links connected to connector hub nodes
tend to be congested. Since most of sessions concentrate on the connector hub nodes and the congested

links, the end-to-end delay distribution of the BA topology has a long tail.

2.4.2 Queue Length Fluctuation

Next, we evaluate the fluctuation of queue length. If queue length of a link fluctuates drastically, a session
encounters a temporal congestion on the link, which leads to a packet drop and a longer delay. We evaluate
the fluctuation using the Hurst parameter, 0.5 < H < 1) by applying the & plot method [60]. The

Hurst parameter represents the degree of LRD. High Hurst parameter means that queue length of the link

highly fluctuates.

Details of the RS plot method are as follows. First, we deflRE(n) as

R/S(n) 1/Sp[max(0 Wy, Wa, - - -, W) — min(0, Wy, W, - - -, WL)], (2.3)

Wk = (Xg+ X+ -+ X¢) — kX(n),
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where ¥ : k=1,2,---,n) is an observation data set(n) represents the mean value, &ylrepresents

the standard deviation of the data 3et By estimatingR/S(n) for an observation scale and plotting

the correlation between and R/S(n), we can observe the statistical dependence over time. We set the
observation scale ai from 10°/2'2 to 1P time units and use the time series of queue length extracted
from the last 100,000 time units of simulation. The slope of the fitted curve of the correlation function,
an, represents the Hurst parameter of aXet

Figure 2.5 shows Hurst parameters for each link. The y-axis represents the Hurst parameter and the
X-axis represents its rank in a descending order. In this figure, the results for the stop-and-wait model are
also added. Looking at this figure, we observe that the number of links that take high Hurst parameters in-
creases in the TCP model. Besides, we observe that the AT&T topology reduces the number of fluctuating
links compared with the results of the BA topology.

To see the relation between the Hurst parameter and topological structure in the AT&T topology
clearly, we show the ratio of links that take highvalues H > 0.8) in Table 2.2. When the number of
sessions is small, the queue length of the links that connect two regions fluctuates drastically. Thatis, inter-
module links tend to have highly fluctuating queue lengths. This is because many packets concentrate at
inter-module links. As the number of sessions gets higher, the queue length of the links that connect inside
a region fluctuates, whereas the Hurst parameter of inter-module links decreases. That is, the fluctuation

spreads to tributary links of the bottleneck.

2.4.3 Fluctuation Reduction Hfect of High-Modularity Structure

In the previous section, we showed that the structure of the AT&T topology reduces the number of fluc-
tuating links. In this section, we examine the relationship between the modularity of topologies and the

fluctuation reductionfects of those topologies.

Newman et al. [61] defined a modularity valu@)(as

Q = )@ -a) (2.4)
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Table 2.2: The ratio of highly fluctuating links in each topology
10,000 sessions 100,000 sessions
Total | Inter | Intra | Total | Inter | Intra
BA topology | 0.54 | 0.19 | 0.35| 0.88 | 0.30 | 0.58
AT&T topology | 0.39 | 0.080| 0.31| 0.50 | 0.066| 0.44

Topology

whereg; is defined as the number of links connecting nodes of madiiléded by the number of all links.

While, g; is defined as the number of links that have one or both vertices inside of mativiged by the
number of all links. The module is calculated using the method in [15]. According to this definiti@n of

high Q value means that the topology has high modularity structure, that is, some modules are connecting
with each other by a few inter-module links. The modularity value of the BA topology is nearly 0.32, and
that of the AT&T topology is about 0.68. This result indicates that a high-modularity structure reduces the

number of highly fluctuating links.

To confirm that ISP topologies reduce the number of fluctuating links, we conduct simulations with
other ISP topologies and compare them with BA topologies. Three ISP topologies, Sprint, Verio, and
Telstra, are used for the simulations because the topologies have the similar numbers of nodes and links
to the AT&T topology. The topological properties of ISP topologies and its corresponding BA topologies
are summarized in Table 2.3. The simulation parameters are the same as the evaluation of the AT&T
topology and are summarized in Table 2.1. Note that the number of sessions is 87,320 in the Telstra
topology and the BA Telstra topology due to limit of the number of node pairs. In Table 2.3, the ratio of
highly fluctuating links for each topology is also presented. We observe that each ISP topology reduces
the number of fluctuating links compared with the results of the corresponding BA topologies. We also
observe that each ISP topology has higher modularity value than the corresponding BA topology. These
results indicate that topologies having high-modularity structure reduce the number of highly fluctuating

links, as we observed in the AT&T topology.

To see the impact of modularity structure more clearly, we investigate queue fluctuation on three
topologies that have the same number of nodes and links to the AT&T topology, but faverdimodu-

larity values. We generated three topologies harg523) nodes ané (=1,304) links minter-modules
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Table 2.3: Simulation results of ISP topologies

Topology | Nodes| Links | Modularity fﬁiiil?a?ifngi?izllzs
BAA(-I,;\('&FLT) 523 | 1,304 g:gg g:gg
s sprint | 467 | 128050 X
o | 817 | 1874|072 0.6
o | oo | o 0|

links, and then control the modularity value by changimgviore precisely, we generated the three topolo-

gies through following steps.

1. Generates 10 sub-networks each of which consistisN(—)aﬂodes andEl;orn links and is connected

based on the BA model.
2. Considers each sub-network as a module.

3. Adds m inter-module links by randomly selecting two nodes belonging ftedint modules and

connecting the nodes.

As the number of inter-module links increases, the modularity value decreases. The modularity values
of the generated topologies were 0.86, 0.81, and 0.76, and we confirmed that these topologies had power-
law degree distributions.

Figure 2.6 shows the Hurst parameters of each link from the results of the simulations with the TCP
model. The x-axis and y-axis represent the same parameters as those in Fig. 2.5. In the simulations, we
again used the parameters in Table 2.1 and again randomly select the source and destination nodes for each
session. In Fig. 2.6, as the modularity value increases, the number of links that take high Hurst parameters
decreases. This result is confirmed by the ratio of highly fluctuating links that have a Hurst parameter
larger than 0.8 shown in Table 2.4. Thus, topological structures that have high modularity values prevent

the appearance of highly fluctuating links.
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Table 2.4: Simulation results of generated topologies

. Ratio of highly | Number of arriving packets
Modularity fluctuating links| Total Intra Inter
0.86 0.62 4.7x10° | 4.5x1C° | 1.7x10’
0.81 0.78 3.6x10° | 2.9x10° | 7.4x10’
0.76 0.84 3.2x10° | 2.2x10° | 1.0x1CP

A question is why the high-modularity structure reduces the number of highly fluctuating links. To
answer this, we show queue fluctuation on links havirfiedént link load in Fig. 2.7. Here, the link
load is the number of end-to-end sessions that pass through the link. When a link load is low, the queue
length does not fluctuate (Fig. 2.7(a)). However, if the link load exceeds a certain level, the queue length
is mostly constant due to a limit of Her size in queue (Fig. 2.7(c)). Although the queue length keeps
nearly-constant, each of TCP sessions dynamically changes its sending rate. Thus, the queue length of
the tributary links to the inter-module links is governed by the dynamics of each TCP session and thus
fluctuates like Fig. 2.7(b). The situation in Fig. 2.7(b) occurs when the links are close to the inter-module
links because the large number of TCP sessions is aggregated. More precisely, connector hub nodes or
non-hub connector nodes in Fig. 2.1 perform the aggregation of TCP sessions. However, connector hub
nodes rarely exist in topologies with the high-modularity structure: most of hub nodes are provincial hub
nodes. Thus, the situation in Fig. 2.7(b) occurs around the connector non-hub nodes, and therefore the
number of such links is small. Note that these results are induced by the shortag@eofdbunter-
module links. Of course, if Hier size is unlimited, queue length of bottleneck links may fluctuate more
drastically. However, such case hardly occurs in real situations because end hosts fien tnae

available bandwidth of bottleneck links aieiently as possible.

The number of arriving packets forwarded betweeffiedent modules also decreases in a topology
that has a high modularity value. Table 2.4 shows the number of arriving packets.Itiex€;module)
means the number of arriving packets between two nodes in the same modulggafanodule) means
the number of arriving packets between two nodes belongingfereint modules. According to this table,
as the modularity value gets higher, the number of arriving inter-module packets decreases, whereas the

number of arriving intra-module packets increases. That is, the throughput of intra-module sessions gets
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high in the high modularity topology. In topologies having a high modularity value, a few inter-module
links tend to become congested, and it becomes mdiiewdt for inter-module packets to arrive at their

destination.

2.4.4 Hfects of TCP

In Section 2.4.1, 2.4.2, and 2.4.3, we discussed packet delay dynamics in the TCP model. In this section,
we explain the merits and demerits of TCP. One of the merits of TCP is improved throughput. Comparing
the results of the stop-and-wait model with those of the TCP model, we found that network throughput is
improved in the AT&T topology due to the function of TCP that adjusts the packet sending rate according
to the network conditions. In the AT&T topology, the ratio of links having utilization larger than 80%
is 74% by the TCP model, while the ratio is 58% by the stop-and-wait model. Note that, the number of
sessions is 100,000 and other parameters are the same as used in previous subsections (see Table 2.1 for
details).

In contrast, when the number of sessions gets larger, TCP causes fluctuation of the queue length, as
depicted in Fig. 2.5, which leads to the high fluctuation in the end-to-end delay of packets. Figure 2.8
shows deviations of RTT, R4k, for each session in the AT&T topology. The y-axis represents the mean

deviation of RTT for each session, defined as

RTTgev = (1- @) X RTTgey+ @ X |eERTT —RTT]|, (2.5)

wherea = 0.125, and the x-axis represents its rank. Every time the source node receives the ACK,
the source node measures an instantaneous round-trip time (RTT in Eq. 2.5) and estimates the average

round-trip time (eRTT) by the following equation:

eRTT = (1-a)xeRTT+axRTT,

In the figure, the results of the stop-and-wait model are also plotted for comparison. As shown in Fig. 2.8,
in the TCP model, the number of sessions that have a large deviation increases as compared with that in

the stop-and-wait model.
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The complex functionality of TCP, such as flow control, congestion control, and fast retransmit func-

tionalities, causes fluctuation of the queue length. This is one of the disadvantages of TCP. We confirmed
that the fraction of links having a higH value in the stop-and-wait model is smaller than the number

of links in the TCP model. As shown in Fig. 2.5(b), when the number of sessions is 100,000, 50% of
all links are highly fluctuating in the TCP model, whereas 9% of all links are highly fluctuating in the

stop-and-wait model.

2.5 Conclusion

In this chapter, we investigated the interaction between the structures of topologies and flow control be-
tween end hosts. Comparing the simulation results of the stop-and-wait model and the TCP model, the
functionality of TCP improves network throughput in the AT&T topology. On the other hand, the func-
tionality of TCP makes the queue length fluctuate. Even in this case, the highly modular structure of the
AT&T topology reduces the number of highly fluctuating links compared with the BA topology. We also
evaluated the queue length on other topologies and confirmed that the modularity structure can reduce the
number of highly fluctuating links.

Our results suggest that reproducing the modularity structure is important when evaluating the perfor-
mance of transport protocols. Our future work is to develop a topology generation method that reproduces

the modularity structure and apply it to performance evaluations.
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Chapter 3

Performance Evaluation of Link
Bandwidth Distribution in ISP Router-level

Topologies

3.1 Introduction

Modeling the Internet is one of important issues to evaluate network control methods [62]. Since the
performance of network control methods strongly depends on Internet topology and bandwidth of links, a
proper network model is necessary to shdte&iveness of those methods. Therefore, it is important to
reveal characteristics of a communication network and origin of them.

Measurement studies on the Internet topology show that the degree distribution obeys the power-
law [17], [18]. That is, the existence probabil®(k) of node withk out-going links approximates o
(v is constant). There are many modeling methods for the power-law topology [19—-21]. Reference [20]
presents FKP model for a topology generation model that consider technical constraints of router-level
topologies. However, the topology is muctitdrent from the actual ISP topologies [27]. In Ref. [21], the
authors enumerate several topologies having the same degree distribution. Then, they evaluate the amount
of traffic that the network can accommodate in each topology under the constraint of node processing

capacities. The results indicate that the network throughput highly depends on the structure of topologies
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3.2 Related Work
even though they have the same degree distribution.

Many researches about the modeling method of router-level topology have been discussed based on
the characteristic that the degree distribution obeys the power-law. In these researches, there was an
assumption that link bandwidth can be ignored, or they are identical. However, the performance of network
strongly depends on link bandwidth because link bandwidth is characteristics particular to communication
networks.

In this chapter, we investigate the characteristic of link bandwidth in router-level topology. One of our
main motivations in this and next chapters is to investigate the modeling methodology for realistic ISP
networks. For this purpose, characteristics particular to communication networks other than the degree
distribution are important. First, we investigate the link bandwidth distribution of an actual ISP network
in Japan using the capacity information presented in Ref. [63]. Results show that the link bandwidth
distribution also obeys the power-law with exponeiitll. Second, to reveal the reason why the link
bandwidth distribution obeys the power-law, we investigate the network performance under the constraint
of link bandwidth. We generate three distributions of link bandwidth; power-law, exponential and identi-
cal. Then we assign the link bandwidth to ISP topologies, and compare the network performance. Results
show that topologies with power-law link bandwidth distribution can accommodate méie tihan that
with other two distributions. We also reveal that it is ifiszient to consider only the constraint of node
processing capacities, even though it is discussed in Ref. [21], in evaluating the network performance.

This chapter is organized as follows. In Section 3.3, we investigate link bandwidth distribution of an
actual ISP network in Japan. In Section 3.4, we explain about topology generation models and topologies
which are used for evaluation. In Section 3.5, we investigate tfierdihce of network performance by

three distributions of link bandwidth. Section 3.6 concludes this chapter.

3.2 Related Work

There are relatively few studies on modeling router-level Internet topology [19—-23]. Heckmann et. al. [22]
present parameter settings for topology generator tools such as BRITE, TIERS, and GT-ITM to construct
POP (point-of-presence)-level ISP topologies. Topology generation methods that consider technical con-

straints of router-level topologies are discussed in [20,21]. Reference [20] presents a topology generation
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model where a newly added node connects with existing nodes that minimize the sum of Euclidian dis-

tance between the nodes and logical distance from the existing node. The authors demonstrate that the
degree distribution obeys the power-law with appropriate parameter settings. However, the topology gen-
erated by the model has too many nodes whose degree is one [64], and thus the topology isteraah di

from the actual ISP topologies [27]. This is because ISP topologies are designed with technological, ge-
ographic, and business constraints [56, 65]. In Ref. [21], the authors enumerate several topologies having
the same degree distribution. Then, they evaluate the amountfiid theat the network can accommodate

in each topology under the constraint of node processing capacities. The results indicate that the network
throughput highly depends on the structure of topologies even though they have the same degree distri-
bution. With the constraint of node processing capacities, a product of node degree and its corresponding
link bandwidth is bounded. Thus, for maximize theffiathat the network can accommodate, non-hub
nodes having small number of links connects with higher-bandwidth links, and hub-nodes having many

links connects with lower-bandwidth links.

Moreover, many researchers have discussed about capacity distribution in power-law topologies [28,
30, 66]. Zhang et al. mentioned that node capacity allocation based on node betweenness centrality is
appropriate to enhance network capacity [28]. Betweenness centrality is defined as the number of shortest
paths that pass through the nodes or links. In Ref. [66], Xia et al. assigned optimal hode capacity with
an optimization problem to maximize the system performance and the utilization ratio of capacity. This
method provides a similar capacity distribution to that is allocated to be proportional to betweenness
centrality of nodes in BA topologies. These researchers assumed that link bandwidth is unlimited. Actual
communication systems like the Internet have heterogeneous bandwidth. In Ref. [30], Ling et al. discussed
about bandwidth allocation strategy in BA topologies. They introduced an allocation strategy based on
the product of end nodes’ degree of links to maximize network throughput. In these papers, model-based
topologies are concerned. Model-based topologies hdkareint properties from ISP topologies’. So, we

evaluate the relationship between link bandwidth distribution and network throughput in ISP topologies.
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3.3 Link Bandwidth Distribution in ISP Router-level Topology

Ref. [63] investigates node processing capacities of a commercial ISP network in Japan. The author uses
a disclosed information of link bandwidth in 11J (Internet Initiative Japan) [67]. In the paper, a node
processing capacity is defined as the sum of link bandwidth connected to the node. Figure 3.1, which
was also presented in Ref. [63], shows the rank of node processing capacities in 2002. The vertical axis
represents the node processing capacity and the horizontal axis represents the rank of that node. We
observe that node processing capacity distribution obeys the power-law; its exponent is-8darly

The result is interesting in that the power-law relationship again appears in the node processing capac-
ity. However, one question arises whether the link bandwidth distribution follows the power-law or not.
To answer this, we show the link bandwidth distribution in Figure 3.2; the result shows that the exponent
of the link bandwidth distribution (for 40 higher-ranking)-4, i.e., the distribution obeys the zipf's law.
The figure is obtained by using the information on 113 backbone network in 2002, thus it is uncertain
that other ISP topologies have the observation that the link bandwidth distribution obeys the zipf's law.
However, we believe that the observation is general because we can easily derive it by the non-blocking
configuration of routers. Supposing that there is one uplink port with the bandwidthno& router and
there arex numbers of links, then if the router to be non-blocking, the bandwidth of each link should be
X/a. With this case, the exponent of link bandwidth distribution becosfesBase of this discussion, in
the next section, we investigate the performance of networks when the link bandwidth distribution obeys

the power-law with exponentl.
3.4 Topologies for Evaluation
In this section, we explain topologies used for evaluation.

3.4.1 ISP Topologies

We prepare two ISP topologies; the AT&T and the Sprint [34]. The AT&T topology has 523 nodes and
1304 links, and the Sprint topology has 467 nodes and 1280 links. These topologies measured using the
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Figure 3.1: Node processing capacity distribution in the 11J network

Rocketfuel tool [32].

3.4.2 The Abilene-inspired topology

As a router-level topology, we prepare the Abilene-inspired topology that is also evaluated in Ref. [21].
This topology is based on Abilene Network used for higher education.The Abilene-inspired topology has

869 nodes and 877 links.

3.4.3 The BA Topology

Barabasi and Albert proposed a BA model to generate topologies having a power-law degree distribution
[19]. We call the BA topology as the topology generated by BA model. The BA model is characterized
by two features: Incremental Growth and Preferential Attachment, The model starts with a topology with

a small number of nodes and works as follows:

Stepl Make an initial topology that hasy nodes.
Step2 Incremental Growth: Add a new node at each time step.
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Figure 3.2: Link bandwidth distribution in the 113 network

Step3 Preferential Attachment: Connect the new nodmtdifferent nodes chosen with probabillily

(k) = m (3.1)

Wherek; is the degree of node

To follow this process, the topology with its degree distribution obeys the power-law is generated. In
this chapter, we generate BA topology to be the same number of nodes and links in the Abilene-inspired
topology. At first we use BA model withng = 1, and generate 869 nodes and 868 links topology. Then,

nine links are added based on rule of Step3. The topology with 869 nodes and 877 links is generated.

3.4.4 The FKP Topology

The FKP model proposed by Fabrikant et al. [20] revealed that the power-law property of degree dis-
tribution can still be obtained by minimizing “distance” metrics. This model does not use preferential
attachment to add links, and instead uses minimization-based link attachment. More specifically, the FKP

model works as follows. Each new node arrives at randomly in the Euclidean {§pafe After arriving
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at new node, the FKP model calculates the following equation for each ngdalready existing in the

network: 3 - wij + loj, wherew;j is the Euclidean distance (i.e., physical distance) between neohes),

andlo; is the hop-counts distance between nga@ad a pre-specified “root” node (node B)is a param-

eter that weights the importance of physical distancg Has a lower value, each node tries to connect

to higher degree nodeg;= 0 is an extreme scenario that creates a star-topologyhdfs a higher value,

each node tries to connect their nearest nodes. A topology with gk shown to behaves like an ER
topology. The power-law property of the degree distribution appears at a moderate vaksdued. Here,

there are several hub-nodes in each region, and the hub-nodes form a power-law. However, it is mentioned
that the number of node whose degree is one is much more than that of ISP topology [21] and the degree
distribution is diferent from that of ISP topology [34].

In this chapter, we generate FKP topology to be the same number of hodes and links in the Abilene-
inspired topology. For this purpose, we modify the FKP model; we first select nine nodes randomly
before starting the topology generation and when each of these nine nodes is added, we generate two
links between itself and a node satisfying the equatfona(j + lo;), and another next node satisfying the

equation. At last, a topology which has 869 nodes and 877 links is generated.

3.5 Performance Evaluation on Link Bandwidth Distribution

In Section 3.3, we show that the link bandwidth distribution of Japanese ISP obeys the power-law. For re-
vealing the reason that link bandwidth distribution obeys power-law, we investigate network performance
under the constraint of link bandwidth. In this chapter, we define the network performance as the amount
of traffic that the topology can accommodate. For comparison purpose, we generate three distributions of
link bandwidth; power-law, exponential, and identical where bandwidth of all links are identical. Then,

the amount of triic that the topology can accommodate for each distribution is compared.

3.5.1 Link Bandwidth Distributions

According to the observation in Section 3.3, we generate link bandwidth distribution that obeys power-law
with exponent the-1. We first preparen links with the bandwidth X [bps]. Then, we prepare mlinks

each of which ha¥X/« link bandwidth. By settingn < a x mandX « X/a, we repeatedly prepare links.
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Figure 3.3: Normalized link bandwidth distributions

With this case, the exponent of link bandwidth distribution becontes

For comparison purpose, we generate other two link bandwidth distributions that obey exponential
and identical. Figure 3.3 shows obtained distributions. The vertical axis represents the link bandwidth and
horizontal axis represents the rank of that link. Note that we normalize the exponential and the identical

distributions such that the sum of link bandwidth in each distribution is equaled.

3.5.2 Assigning Link Bandwidth

We then assign link bandwidth to each link in the topology. In this chapter, we assume that the link

bandwidth is assigned based on the edge betweenness centrality. More exactly, we assign link bandwidth
in a descending-order to link with the edge betweenness centrality. The edge betweenness centrality is
defined as the number of minimum hop paths that pass through the link. That is, the edge betweenness

centrality represents the amount of contribution of a link to the communication in the network.
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Figure 3.4: The amount of tfiéc that the AT&T topology can accommodate

3.5.3 Evaluation

We evaluate the amount of ffiw that each topology can accommodate under the constraint of link band-
width. The trdfic demand is generated by log-normal distribution since the distribution is known to be
suitable for modeling the tfic demand [68]. We change the variance of the log-normal distribution from
0.1 to 100 with the step .. The trdfic demand is generated for each variance and sum of tie tra
demands is normalized to 1. A minimum hop routing is applied to select the route offfire Kte that
if there are several paths that have the same number of hops, one of them is selected randomly. The result
is shown in Figure 3.4-3.8. The vertical axis represents the amountioé tfaat the topology can accom-
modate and horizontal axis represents the variance fifctdemand. In these figures, 95% confidence
interval is also presented.

In ISP topologies (Figure 3.4 and Figure 3.5), when the variance fictdemand is less than 2, the

topology with the power-law link bandwidth distribution can accommodate mofigctthan topologies
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Figure 3.5: The amount of tfizc that the Sprint topology can accommodate

with other distributions. In Ref. [68], the variance of log-normal distribution is nearly 1 for fitting the ob-
served tréfic in real ISPs. Thus, in the realistic situation, the power-law link bandwidth distribution makes
the topology moreféicient. The topology with the power-law distribution accommodates the largest traf-

fic among three distributions even though the variance di¢rdemand changes around1 However,

the advantage of the power-law distribution decreases and diminishes when the variance is too large since
an elephant tfic appears in the tfAc matrix. The same results are also observed in Figure 3.6, 3.7,
3.8. From the results of these figures, the power-law link bandwidth distribution can accommodates larger

amount of the tric than that of other distributions.

3.5.4 Hfects of Node Processing Constraint

In Ref. [21], it is mentioned that the number of links connected to a rodfecta bandwidth of link.
Figure 3.9 shows a relationship between node degree and node processing capacity. Due to the constraint
of router technology, a product of node degree and its link bandwidth is bounded by the node processing

capacity. That is, a router having few links can accommodate large capacity links, and a router having
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Figure 3.6: The amount of tfizc that the BA topology can accommodate

small bandwidth of links can accommodate many links. This section examinediérence of network
performance between two constraints for the link bandwidth and the node processing capacities. We apply
the relation in Figure 3.9 to the Sprint topology and the Abilene-inspired topology. Figure 3.10 and Figure
3.11 show the amount of tiféc that the topology can accommodate under the constraint of node processing
capacities. For the comparison purpose, we again show the result of previous section in (a) of each figure
and the result under the constraint of node processing capacities in (b) of each figure.

Comparison between (a) and (b) of Figure 3.10 and Figure 3.11 showsfliteedce of amount of
the trdfic that the topology can accommodate with each constraint; the link bandwidth and the node
processing capacities. These figures have a common tendency that amount dfithiatahe topology
can accommodate gets smaller as the variance fiicttlemand becomes larger. In other three topologies
(BA topology, FKP topology and the Abilene-inspired topology), the same tendency is observed but are
not shown here for the lack of space. However, the amount fifctthat the topology can accommodate
under the constraint of link bandwidth is strongly smaller than that under the constraint of node processing

capacities. Thus, evaluation of network performance only the constraint of node processing capacities by
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its degree is inadequate for network evaluations.

3.6 Conclusion

Evaluation of the network control method needs proper model of the communication network. In this

chapter, we focused on link bandwidth in ISP router-level topology. First, we investigate link bandwidth

distribution in Japanese ISP backbone network. Results show that link bandwidth distribution in ISP
obeys the power-law. Next, for revealing the reason that link bandwidth distribution obeys power-law,

we compared network performance with three link bandwidth distributions; power-law, exponential and
identical. Results show that power-law link bandwidth distribution can accommodate large amount of
the trefic. Moreover, under the constraint of only node processing capacities by its degree, amount of
the trdfic that the network can accommodate is over estimated. Thus to take characteristic that link
bandwidth distribution obeys power-law into the modeling of router-level topology is important to evaluate

the network control method properly.

In this chapter, we assigned link bandwidth distribution to the AT&T topology and the Sprint topology.
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From the comparison results of network performance under the constraint of link bandwidth, we showed
validity of power-law link bandwidth distribution in router-level topology. However, we consider that

there would be a close relationship between link bandwidth and structure of topology. For future work,
we will reveal the relationship between link bandwidth and structure in ISP router-level topology, and then

we develop the modeling method for the router-level topology.
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Figure 3.10: The network performance of the Sprint topology under constraints
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Figure 3.11: The network performance of Abilene-inspired topology under constraints
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Chapter 4

Modeling Link Bandwidth Distribution In

ISP Router-level Topologies

4.1 Introduction

The Internet has been advanced through improvements to various network-related protocols based on
functional partitioning. However, as new networking technologies are developed, designing the Inter-
net according to such partitioning becomes increasinghcdit. For instance, conflicts between selfish
behavior in overlay networks and ffi@ engineering in underlay networks lead to performance degrada-
tion [5]. Lately, dynamic interactions between network protocols have increased the complexity of Internet
traffic behavior. Modeling router-level networks while considering théitralynamics induced through
these interactions is critical to establishing new network control methods.

Previous research has revealed that Internet service provider (ISP) router-level topologies (“ISP topolo-
gies” hereinafter) have power-law degree distributions; that is, the probability that nodddliwks exist
is proportional tak™” (for constanty). Baralasi et al. [19] proposed the Ba@di—Albert (BA) model as
a method for generating a power-law topology based on two rules: incremental growth and preferential
attachment. The BA model is widely employed in studies examining network performance in power-law
topologies. However, the structural properties of actual ISP topologiesfégeedi from those of model-

based topologies. Li et al. [21] presented several topologies with the same degree distributifieteuntdi
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structures. They pointed out that the structuréiledences lead to changes in network performance, such

as the tréic volume that a network can accommodate. Hence, we should not only focus on power-law
characteristics when discussing the performance of information networks.

One of the more notable characteristics is the link bandwidth. We previously demonstrated that power-
law bandwidth distributions in ISP topologies could accommodate larfficttalumes in 3. That result
indicated that the bandwidth distributioffects the performance of communication protocols or routing
strategies. Recently, the relations between node capacity or link bandwidth distributions and power-law
topologies have been considered [28, 30, 66]. However, these studies utilized topologies generated by
the BA model or its variants to investigate the network throughput performance in power-law topologies.
Indeed, modeling of the link bandwidth distribution in ISP topologies is barely addressed.

ISP networks are designed to accommodate dynamiiictrdSPs monitor the tféic, and forecast
the peak demand in the near future. On the basis of this prediction, they then enhance the bandwidth of
a bottleneck link, either periodically or occasionally [40]. Because bandwidth enhancement of a certain
link can trigger unexpected fifiec changes, new bottlenecks emerge at a variety of points. For example,
bandwidth enhancement of access links can create new bottlenecks in core links [69]. The current band-
width distributions of ISP topologies thus result from the accumulation of link bandwidth enhancements.
As ISPs monitor the tfic demand as an indicator of required bandwidth enhancement, the resulting
bandwidth distribution isf@ected by the tréic dynamics induced by a dynamic flow control, such as the
transmission control protocol (TCP) [35-39]. In actuality, we revealed that the dynamic interaction be-
tween the TCP flow control and modularity structure of ISP topolodiess the queue-length fluctuation
of routers in Chapter 3. In the present study, we investigate the evolution process of bandwidth distribu-
tions to accommodate TCP ffiz in ISP topologies, and examine the resulting bandwidth distributions
through simulations. Bandwidth distributions are, therefore, a consequence of periodic enhancements in
the ISP topologies. The results indicate that bandwidth distributions of ISP and BA topologies follow
a power law. We then propose a bandwidth allocation model by considering the TiE® dyamamics,
and show that our model generates a bandwidth distribution with similar properties to that obtained by
periodic enhancement.

The remainder of this chapter is organized as follows. In Section 4.3, we outline the network model

employed in the simulations and demonstrate its validity. Weintroduce related work in Section 4.2.Then, in
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Section 4.4, we determine the bandwidth distribution and elucidate its properties in large-scale topologies.

The proposed bandwidth allocation model is introduced in Section 4.5, and we verify that this model
produces similar properties to those found in the simulation results. Finally, in Section 4.6, we conclude

this chapter and discuss future work.

4.2 Related Work

Many researchers have formulated resource allocation methods for power-law topologies [28, 30, 66].
Zhang et al. [28] stated that node capacity allocation based on each node’s betweenness centrality en-
hances the network capacity. Here, betweenness centrality is defined as the number of shortest paths that
pass through a node or link. Xia et al. [66] assigned capacities to nodes by solving an optimization prob-
lem that maximized the system performance and the utilization ratio of the capacity. This method provides
a similar capacity distribution to that when the allocation in BA topologies is in proportion to each node’s
betweenness centrality. Both of the above studies assumed that link bandwidth was unlimited; however,
actual communication systems like the Internet have heterogeneous bandwidths. Our group demonstrated
that diferences in bandwidth distributions led tétdrent network throughputs, and that power-law band-
width distributions can accommodate larger amounts @ii¢rthan other types of distributions in Chapter

3. Ling et al. [30] also discussed a bandwidth allocation method for BA topologies. To maximize the
network throughput, they introduced an allocation method based on the product of the degree of both end
nodes. However, previous research has evaluated network performance using Poisson, or flow-level, traf-
fic. As mentioned in Chapter 2, the interaction between topological structure and end-to-end flow control
impacts on tréic dynamics. Hence, the fiac dynamics induced by TCP flow control must be considered

when modeling the Internet.
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4.3 Modeling and Validation

4.3.1 Simulation Model
Packet Processing Model at Nodes

Each node maintains limited fiars for each outgoing link. When a packet arrives at its destination node,
the packet is removed from the network. Otherwise, the packet is forwarded by the current node to the
buffer of an outgoing link, which is connected to a node according to a minimum hop routing algorithm.
Each outgoing link deliver€ packets per unit time to the next nodes based on first-in-first-out and drop-
tail queuing principles. In addition, we do not employ dynamic routing; instead, each packet traverses
the shortest path, which is calculated a priori. When multiple shortest paths to the destination are found,
the next node is determined by the packet’s source node. We apply this static routing strategy because,
according to [58], triic fluctuations caused by TCP-like flow control appear on short timescales, such as

those of the order of round trip times (RTTS).

Flow Control between End Hosts

In the simulations, the source and destination nodes are randomly selected, a pre-specified number of
sessions are created between them, and each session arrives at a node pair according to the Poisson process.
Each session always has data to send during the simulations; that is, once a session is generated, data is
continually sent to destination nodes until the simulation ends. Of course, this model is unrealistic as only
one session exists between each node pair. However, ffisisat to capture the average behavior of TCP

traffic.

In the model, source nodes control the number of DATA packets based on slow-start and conges-
tion avoidance algorithms, which are basic flow-control functions of TCP. If the congestion window size
(cwnd is smaller than the slow-start threshotoivd < ssthresh, then the source node uses the slow-
start algorithm. When the source node receives an acknowledgment (ACK) packet, it incrgagdey
one packet size{ smss the segment size) and sends two new DATA packets to the destination node.

If cwnd > ssthreshthe source node uses the congestion avoidance algorithm. In this case, when the

source node receives an ACK packet, it increasgsd by 1/cwnd and sends an adequate number of
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DATA packets to the destination node. In our modsind does not exceed a predetermined maximum

size. If the source node does not receive an ACK packet within the retransmission timeout (RTO) period,
it recognizes that serious congestion has occurred, and resends the lost DATA packet while @doding
by smss The RTO period is defined according to the estimated RTT, and is doubled for every timeout.

In addition, we use the fast retransmit and fast recovery algorithms outlined by RFC 2581 [59]. The
source node utilizes the fast retransmit algorithm when it detects packet loss and light congestion through
the arrival of three duplicate ACKs. When the source node receives the third ACK, it ltalwedand
resends the lost DATA packet. After retransmission, the source node then inareasdbased on the
fast recovery algorithm. The source node continues to increaselby smssuntil it no longer receives

the duplicate ACKs.

Bandwidth Allocation Algorithm

ISPs appear to monitor tifec conditions and fiset any bandwidth shortages. Here, we assume that the
current bandwidth distributions of ISP topologies are the result of accumulated periodic enhancements.
Therefore, we allocate bandwidths according to the following algorithm.

Initial condition: Set the default bandwidth of all links @.

Bandwidth increaseAt each time step = 1, 2, - - - in the simulation, find the bottleneck link with the
largest packet drop rate and a0glt) (the bottleneck link bandwidth on thth step) to the bottleneck link
bandwidth; thusCy(t + 1) = 2C,(t). Furthermore, the lfter size of the bottleneck link is doubled, and the
next step of the simulation is performed with the updated bandwidth distribution. If another bottleneck
link is found, increase the bandwidth of the new bottleneck, and continue iteratively. Note that the total
bandwidth increases with

By repeatedly adding extra bandwidth, we generate a bandwidth distribution that can accommodate

the TCP tr&ic.

4.3.2 Hfect of TCP Traffic on the Bandwidth Distribution

To show the &ect of TCP trdfic, let us examine the simulation results of the parking lot topology shown in

Fig. 4.1, which has seven source nodes (S1; S2S7) sending packets to a single destination node (Dst).
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Table 4.1: Simulation parameter values

Number of sessions | 100,000
Maximumcwnd 64 kByte
DATA packet size 1.5 kByte
ACK packet size 40 Byte

Initial bandwidth Cp) | 96 Mbps
Initial buffer size 10 MByte
Simulation time 1ls

The number of sessions between the nodes is seven. We set the initial baryd®6 Mbps and the

initial buffer size to 1 MByte. As described in 4.3.1, the bandwidth arfiebgize of the bottleneck link

are then doubled during each time step. All other parameter values are as in Table 4.1. The bottleneck links
at each time step are listed in Table 4.2. These results show the potential for links to become bottlenecks,
even when they have a small number of sessions passing through them. The link connecting S7 and E
became a bottleneck &t= 3, induced by the enhancement of the link connecting E and Dist=aP.

Because the session from S7 to Dst has no competition, S7 sends the greatest number of packets to Dst.
As a result, the tiic increase caused by TCP makes the link between S7 and E a bottleneck. Under the
TCP model, source nodes dynamically change their sending rate to utilize the available bandwidth. As a

result, packet drops also occur at links that conduct only a small number of sessions.

The results also indicate the possibility that a new bottleneck link could have a higher drop rate than
the previous one due to dynamic flow control. For example, whenl, the link connecting D and E
was found to be a bottleneck with a drop rate df4) The bandwidth of this link was thus increased and,
because of this enhancement, the link connecting E and Dst became a bottleneck with a higher drop rate of
0.18. In the same way, the maximum drop rate can increase due to this enhancement. When the bandwidth
of a bottleneck link is improved, the source nodes of sessions passing through the bottleneck link send
more packets to their destinations. However, if a low-bandwidth link that is unable to accommodate the
increased tréic still exists on the path, a new bottleneck appears and the link starts to drop packets. Thus,

the maximum drop rate increases.
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Figure 4.1: The Parking lot topology

4.3.3 Validation of the Bandwidth Allocation Algorithm with an ISP Topology

We evaluate the I1J (Internet Initiative Japan) [67] topologies to confirm that our bandwidth allocation
reproduces the characteristics of the observed bandwidth distribution. Reference [63] investigated the
node processing capacities of a commercial ISP network in Japan. The author used disclosed information
of the link bandwidth in 11J. In the paper, the node processing capacity is defined as the sum of bandwidth
of links connected to a node. We observe that the node processing capacity distribution obeys the power-
law; its exponent is nearly2.6. This result is interesting in that the power-law relationship again appears
in the node processing capacity. However, one question arises—does the link bandwidth distribution
follow a power-law? To answer this, we evaluate the bandwidth distribution of the 11J topology [51].
Figure 4.2 shows the bandwidth distributions under 11J. Xfaxis represents the bandwidth and jhe
axis represents the rank of that link. This shows that the exponent of the bandwidth distributions (for the
40 highest rankings) is neariyl.

Figure 4.3 shows the bandwidth distributions obtained through these simulations. Hgraxibeep-

resents the link bandwidth and tlkeaxis represents the rank in descending order. We use the parameters
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Table 4.2: Bottleneck links during simulation of parking lot topology

t | Bottleneck| Drop Rate
1 D-E 0.14
2 E-Dst 0.18
3 S7-E 0.21
4 C-D 0.13
5 E-Dst 0.19
6 B-C 0.22
7 D-E 0.18
8 S6-D 0.21
9 A-B 0.11
10 E-Dst 0.018

summarized in Table 4.1 for the simulations. The 11J topology has 23 nodes and 29 bidirectional links.
Note that the number of sessions in this case is 506 because of the upper bound on the number of node
pairs. From this figure, we see that our bandwidth allocation algorithm reproduces a similar distribution
in that it has a power-law decay with an exponent of arouthd This result shows the validity of our

bandwidth allocation algorithm.

4.4 Hfects of Bandwidth Allocation Considering TCP Traffic Dynamics in

Large-scale Topologies

4.4.1 Evaluation of Bandwidth Distribution and Network Performance

The 11J topology is one of many ISP topologies, and it is very small in scale. It is uncertain whether other

large-scale ISP topologies have the same characteristics as the 11J topology, and so it is not clear that the
above results are applicable to ISP topologies in general. Therefore, we evaluate the bandwidth distribu-
tions of other large-scale ISP topologies. If not otherwise specified, we use the parameters summarized in

Table 4.1 for these simulations.
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Figure 4.2: Observed bandwidth distribution of the 11J topology: The slope of the link is

We simulate several ISP topologies and measure their performance using Rocketfuel [32]. BA topolo-
gies are then generated by the BA model such that the number of nodes and links are the same as in the
corresponding ISP topologies. In [21] and [57], it was shown that the BA model iffitient for model-
ing ISP topologies. However, BA topologies are still utilized in the current paper, because one of our main
purposes is to clarify the fundamental structure that characterizes bandwidth distributions in ISP topolo-
gies. Rocketfuel is a topology measurement tool basetraneroute. Note that actual ISP networks
may have some routers that are invisiblataceroute. We believe that such routers are used for backup
purposes, because they are placed on paths that are inactive for Internet users. Hence, Rocketfuel may
not cover the entirety of the ISP topologies. However, even when Rocketfuel misses some of the routers,
adequate investigation of ffec dynamics can be achieved because the active paths between routers have

been included.

First of all, we compare the AT&T topology with a corresponding BA topology to identify the fun-
damental structure that characterizes the bandwidth distribution of large-scale ISP topologies. These two
networks have 523 nodes and304 bidirectional links. We then confirm and discuss the characteristics

of the AT&T topology by comparing these with the results for other ISP topologies.

Figure 4.4 shows the bandwidth distributions of the two topologi¢s=ab00 andt = 1,500. Both
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Figure 4.3: Bandwidth distributions of the 11J topology: The slope of the dashed lifik is

topologies are shown to have a power-law bandwidth distribution. In particulaimasases, links with

high bandwidth appear, and the bandwidth distribution of the AT&T topology approximates a power-law
distribution with an exponent of around.. The power-law characteristic of the distribution in the AT&T
topology is more apparent than that of the 11J topology. We regard tfierelince is caused by the size of
each topology. Unlike the II1J topology, the AT&T topology has many nodes and requires a large number
of enhancements in order to accommodate a large amountfb€ tb@tween end hosts. Because of a
large number of enhancements, the bandwidth distribution of the AT&T topology shows the power-law
characteristic more clearly. In addition, the exponent of the BA topology is alib@t Because the two
networks have the same number of nodes and links, thereince between the bandwidth distributions is

considered to be induced by theifférent topological structures.

Figure 4.5 shows the correlation between the bandwidth and the betweenness centrality rank of each
topology. Thex-axis represents the number of passing sessions of each link apduiierepresents the
link's bandwidth. From Figs. 4.4 and 4.5, we can see that the AT&T topology has a greater number of
high-bandwidth links than the BA topology. One reason for thitedénce is the large number of sessions
traversing core links in the AT&T topology. Specifically, additional bandwidth tends to be allocated to

core links in order to cope with a large number of packets, and so frequently congested links are iteratively
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enhanced. Indeed, the AT&T topology has a smaller number of enhanced links than the BA topology—on
completion of the 1500th step, 827 links are enhanced in the AT&T topology comparedd6QLin the
BA topology.

The number of passing sessions for a link is approximately proportional to its betweenness centrality
when source and destination node pairs are randomly selected. From this point of view, a bandwidth
allocation method based on the betweenness centrality of links seems appropriate for accommodating
TCP trdfic. When dynamic flow control is considered, however, centrality-based allocation may not be
suitable for these topologies. Figure 4.5 shows that high bandwidth is also allocated in both topologies for
links with a small number of passing sessions. As described in Section 4.3.2, the flow control functionality
of TCP causes packet loss at links that conduct only a small number of sessions. These results indicate
that bandwidth allocation based on the number of passing sessions may be inappropriate when TCP flow
control is considered.

In addition, even though additional bandwidth is allocated to a given link, the maximum drop rate may
increase because of the dynamic flow control. Figure 4.6 shows the transition of the maximum drop rate.
The x-axis represents timeand they-axis represents the maximum drop rate at each stepirisseases,
the maximum drop rate does not always decrease, in spite of the bandwidth growth. Even if the overall
trend is decreasing, the drop rate intermittently increases. This also occurs because of the dynamic flow

control of TCP (see Section 4.3.2).

4.4.2 Hfect of Topological Structure on Performance

In this subsection, we discuss the network performance induced by the topological structure. Figure 4.7(a)
shows the network throughpu-axis) at each time stepx{axis) for the AT&T and BA topologies. We
define the network throughput as the total number of DATA packets received by a destination node. For a
small number of enhancements, the throughput increases to a greater extent in the AT&T topology than in
the BA topology.

However, the AT&T topology increase comes at a higher cost. Figure 4.7(b) shows the correlation
between the throughpug-axis) and the total amount of bandwidtk&xis). In the simulation, the initial

total bandwidth is about 250 Gbps; that is304 (links) x 2 (directions)x 96 (Mbps). Increases in
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throughput for the BA topology are sharper than those for the AT&T topology for the same increase in

total bandwidth. Therefore, the BA topology requires a lower cost to achieve a high throughput.

This result is attributed to the fikrence between the topological structures of the networks. We
previously compared the structuralfdrences of the AT&T topology and the BA topology [34]. Our
results indicated that the design principles used in networks gre#dist the modularity structure of the
ISP topology: the design principles determine the node functionality, which in turn determines the node
connectivity. To confirm that result, let us now divide each network into multiple modules and examine the
node connectivity. Observe from the schematic in Fig. 4.8(b) that the BA topology has many connector
hub nodes that connect modules through a number of inter-module links. Conversely, the AT&T topology
has numerous provincial hub nodes that connect the nodes within each module (Fig. 4.8(a)). The AT&T
topology thus has a highly modular structure, with a dense concentration of node connections within a
module and a sparsity of node connections between modules. We have observed that other ISP topologies
have similar, highly modular structures (in Chapter 2).

Packets forwarded betweerffdgrent modules in the AT&T topology pass through a number of inter-
module links. If link bandwidths are uniformly allocated, these inter-module links tend to be congested
and packet drop occurs. In fact, inter-module packets that traverse certain inter-module links rarely reach
their destination nodes. Source nodes of inter-module sessions send packets with low frequency, and so
the throughput of these sessions is low. In contrast, intra-module sessions have high throughput because
packets forwarded between two nodes in the same module arrive at their destinations easily. Hence, the
throughput of the AT&T topology is higher than that of the BA topology in the initial statet.iAsreases,
however, the inter-module links in the AT&T topology are iteratively allocated additional bandwidth.
Owing to this enhancement, inter-module packets reach their destinations more easily, and the source
nodes of inter-module sessions send a greater number of packets. Consequently, the source nodes of
intra-module sessions have to reduce their sending rate because of the increased competition, resulting in
a decrease in their throughput. Because the growth in throughput of inter-module sessions is relatively
moderate, the total throughput increases only slightly.

Conversely, throughput increases substantially in the BA topology, and surpasses that in the AT&T
topology when the total bandwidth reaches about 300 Gbps. The BA topology has many connector hub

nodes that ensure that modules are only connected over short distances. When an inter-module link of a
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connector hub node is allocated additional bandwidth, the many sessions passing through the node also
attain higher throughput. In addition, the BA topology has numerous inter-module links. By adding any

unused extra bandwidth to these inter-module links, the total throughput is increased.

4.4.3 Relations between Bandwidth Distribution and ISP Topological Structure

We next conduct simulations using other ISP topologies. Here, we use the Sprint (owned by Sprint Nextel
Corporation) and Telstra Corporation Limited topologies. The Sprint topology has 467 node280d 1
bidirectional links, and the Telstra topology has 296 nodes and 594 bidirectional links. Simulation param-
eter values are as in Table 4.1, except that the number of session80&¥cause of the upper bound

on the number of node pairs. Figure 4.9 shows the bandwidth distributions of the two ISP topologies.
These also have power-law degree distributions, although the exponents of the bandwidth distributions for
all three ISP topologies fier from one another. This result indicates that bandwidth allocation through
consideration of TCP tfac dynamics may lead to power-law distributions, but the exponents of the dis-

tributions vary depending on the topological structure.

4.5 Modeling Bandwidth Distribution with Consideration of TCP Tra ffic

Dynamics

In the previous section, we determined the bandwidth distributions accommodating TieRItaamics
using simulations with a large number of iterations. However, considerable time was needed to perform
each simulation. In this section, we propose a model for generating bandwidth distributions with similar
properties to those obtained through simulations.

The basic concept of this model is to add a weight to each link, and then repeatedly enhance the
bandwidth of the bottleneck link. The initial weight of each link is defined as the number of passing
sessions, and the link with the largest weight is regarded as the bottleneck. When a link gains additional

bandwidth, its weight is reduced and the surplus is distributed to its peripheral links. To account for the

— 59 —



4.5 Modeling Bandwidth Distribution with Consideration of TCP fimDynamics
effects of TCP flow control, the surplus weight is divided between links with larger hop counts to the

connector node than those at the ends of the enhanced link. Explicitly, the weight is distributed between
the links close to edge nodes. If a link located near other modules is enhanced, the end hosts at edge nodes

in the module send more ff&, because sessions between intra-module links rarely compete.

4.5.1 Modeling Bandwidth Allocation and Evaluation

We allocate bandwidth according to the following process.

Initial condition:

¢ Uniformly set the default bandwidth of all links @,. Set the default weight of each link, which is

defined as the number of sessions that pass through the link in both directions.

e Setthe hierarchical level of each node, which is determined by the hop count to the nearest connector
node with inter-module links. The level of a connector node is 0. The levels of other nodes then

increase with increasing distance from the nearest connector node.
Bandwidth addition

1. Add extra bandwidth to the bottleneck link with the largest weight. We denote the weight of the
bottleneck link at théth step asw(t), and the end nodes of the bottleneck link asdj. To enhance
the bottleneck link, double its bandwidth (i.€4(t + 1) = 2Cp(t)), and then reduce the weight of
the link by awp(t) (i.e.,wp(t + 1) = (1 — a)wp(t)).

2. Uniformly distributeawy(t) between the links connecting nodand its neighbors, except for the
links that connect to nodes above leieThe neighboring links of are selected in the same manner
as fori. We denote the set of target links 8. Thus, all target links ir5; gain the additional

weighta(1 — a)wp(t)/n1, wheren; is the number of links contained B8y .

3. Distribute weight to the neighbors of each liRke S, except for links with greater bandwidth than
Cp(t + 1) and those connecting to nodes with the same or a higher level than both dpd¥Vvef
denote the set of target links 8s. Apart from links already included iS4, each link contained in
S» gains the additional weighit?wy(t)/(n1 - np), wherens is the total number of links i$,. Note

thatn, varies withl.
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4. Repeat the above stepsmes.

A schematic of the proposed model is shown in Fig. 4.10. By performing a number of iterations, we
obtain a similar bandwidth distribution to the simulation results for the AT&T topology. Here, as in Section
4.4.2, we divide the topology into several modules by Newman’s method [15]. A bandwidth distribution
generated by our model is shown in Fig. 4.11. This distribution is highly similar to that resulting from
the simulation. In particular, the exponent of this distribution is approximatély To construct this
distribution, we first set up 10000 sessions between randomly chosen node pairs, following Section

4.3.1. Then, withr set to 05, we perform iterations while the total bandwidth is less th& Tbps.

To establish that our model produces a bandwidth distribution with similar properties to that generated
through the simulations, we compare their throughput distributions. Figure 4.12 shows the throughput of
three types of bandwidth distributions. The simulated and modeled distributions are created by repeating
bandwidth addition while the total bandwidth is less tha?51Tbps. We also evaluate the bandwidth
distribution constructed through allocation based on the number of flows traversing each link (termed the
“flow-proportional” allocation). The flow-based bandwidth distribution is, of course, unrealistic, but we

utilize it for comparative purposes. The flow-proportional bandwidth of liiskdefined as:

B = —— xCs, (4.1)

whereCs = 1.25 Thps is the total bandwidth anfgis the number of flows that pass throughThe
flow-based distribution is simulated using the parameter values in Table 4.1. Each session in Fig. 4.12
is classified based on the hop count between its source and destination nodes. The trends in throughput
distributions obtained by the modeled bandwidth distribution are somewhat comparable to those of the
distributions obtained through the simulations with TCHitaespecially in the 2—7 hop range. We have

also verified that our model produces comparable results for the Sprint and the Telstra topologies (not
shown). Hence, our proposed model can explain ffects of complex TCP tfac dynamics on link

bandwidths.
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4.5.2 Modeling Bandwidth Distribution with a Simple Allocation Approach

In the previous subsection, we showed that our bandwidth allocation model produces similar properties to
those generated through simulations. However, these results raise an obvious question: Whdteas-the di
ence when bandwidth is allocated according to the number of passing sessions for each link? To answer
this, we evaluate a simple bandwidth allocation. That is, we find the bottleneck link with the minimum
flow rate based on the assumption that bandwidth is shared evenly among all sessions using that link. As
is the case in other simulations, we double the bandwidth of the bottleneck link. By repeatedly finding and
enhancing the bottleneck link in the AT&T topology, we obtain the bandwidth distribution shown in Fig.
4.13 (denoted as “fair-share based”). The number of iteration®@01 Unlike the model in the previous
subsection, bandwidth allocation based on the flow rate of each link does not produce the characteristics
obtained through simulations, as the links with high bandwidth do not appear in the bandwidth distribution
generated by the simple bandwidth allocation. That is, the simple allocation scheme based only on the

flow rate of each link is inadequate.

4.6 Conclusion

In this chapter, we evaluated the bandwidth distributions obtained by periodic bandwidth enhancements
to accommodate TCP fifec in ISP topologies. As a consequence of periodic bandwidth enhancement,
we revealed that the bandwidth distributions of these topologies follow a power-law whose exponent
varies according to the topology. A comparison of simulation results for the AT&T topology and the BA
topology showed that the highly modular structure of the AT&T topology characterizes its bandwidth dis-
tribution. The AT&T topology has a greater number of high-bandwidth links due to its highly congested
inter-module links. Our results indicate the possibility that a power-law characteristic is induced in the
bandwidth distribution of ISP topologies by the periodic bandwidth enhancement to accommodate dy-
namic TCP tréfic. Hence, we have proposed a bandwidth allocation model that accounts for &P tra
dynamics. By considering the impact of a given link’s bandwidth enhancement on its peripheral links,
our model generated a bandwidth distribution with similar properties to the distribution obtained by TCP

traffic simulations.
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In future work, we will explore a network design method that includes the interaction between TCP

flow control and the structural properties of topologies.
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(a) The AT&T topology (b) The BA topology

Figure 4.8: Schematic of the structure of each topology
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Chapter 5

Design of Interconnected Networks

between ISP Topologies

5.1 Introduction

The Internet is composed by connected a large number of autonomous systems (ASs), such as ISPs.

Nowadays, Internet tfic volume keeps increasing. According to Cisco VNI forecast [1], the total volume

of global IP trdfic is expected to grow from a volume of 31 Exabytes per month in 2011 to a volume of

110 Exabytes per month in 2016. The authors of Ref. [70] predicted that total Internet inter-dotftiain tra

in the mid of 2012 at around 120Tbps, using findings from [41] andi¢rgrowth forecast in Ref. [71].

ISPs should consider how to accommodate externfiidf@om neighboring ISPs. In the past, ISPs have

constructed peering and transit connections with other ISPs at their own policies in order to increase their

profit. However, communicatiorfiéciency obtained by the discretion of each ISP does not lead to globally

optimized dhiciency. Therefore, interconnection topology between ISPs is important to design networks.
In previous studies, profit distribution mechanism between ISPs is proposed to obtain a better engi-

neered Internet from global perspective [72]. However, this mechanism includes global optimal routing

strategies on the assumption thaftficeand topology information gathered in router-level topologies and

AS level topologies are applicable. Furthermore, even if all required information is available, compu-

tational complexity increases in large-scale network. Unlike this study, we discuss about how to design
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interconnection topology between ISPs with graph-theoretical approach.

Recently, the concept of “networks of networks” formed by subnetworks have been concerned [11-
13]. We call a network constructed by some subnetworks “interconnected network” and call a topology
composed by some links connecting between subnetworks “interconnection topology.” The authors intro-
duced “inter-similarity” as a property measure of interconnected networks. Inter-similarity is defined by
the two codficients, inter degree-degree @daent (IDDC) and inter clustering cfiecient (ICC). They
claimed that interconnected networks with high inter-similarity, where both IDDC and ICC value are high,
are robust against cascade failure. In these studies, it is assumed that all nodes in each subnetwork have
only one link to a certain node in the other subnetwork. By contrast, the authors of Ref. [13] evaluated the
relationships between robustness and the fraction of links connecting between subnetworks. Starting from
two isolated networks, adding a few connecting links suppresses the largest cascades in each subnetwork.
However, too many connecting links cause large cascades. They also demonstrated that asymmetric node
capacity among institutive subnetworks may lead to an arms race for greater capacity of nodes. These
studies indicate that interconnectivitffects robustness of interconnected networks.

However, these studies are ifiscient from the point of view of network performance such as to-
tal amount of bandwidth required to accommodatingfitta In addition, it is expected that topological
structure of interacting subnetworks must have soffeceon performance of interconnected network.

We therefore focus on relationships between topological structures of interconnection topology formed by
subnetworks. Ref. [16] categorized structures of tree-based topologies into five classes. They pointed out
the multiscale structure, where subnetworks are connected by links of various distance and link density
changes depending on the hierarchy level, suppresses load of node and possess high robustness against
node failure. In the track of this, we investigate performance of interconnection topologies having each
structure. Comparing the total amount of bandwidth to accommoddti tia the network, we show

that interconnection topologies constructed in order to have the multiscale structure requires the least cost
regardless of structures of subnetworks. We then demonstrate heterogeneous degree distribution of ISP
topologies &ects interconnection topology. Nevertheless, interconnection topology having the multiscale
structure suppresses the sum of bandwidth. These results show possibility of a solution of the Internet
design.

This chapter is organized as follows. We introduce related work in Section 5.2. In Section 5.3, we
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explain the construction methods of interconnection topologies. And then, we performance of intercon-

nected network constructed by each class of subnetworks and ISP topologies in 5.4. Finally, in Section

5.5, we conclude this chapter and mention future work.

5.2 Related Work

5.2.1 Robustness against Cascade Failure of Interconnected Networks

Robustness of interconnected networks has been concerned in Refs. [11-13]. Interconnected networks, as
it called “networks of networks,” is formed by institutive small-scale subnetworks. They pointed out that
interconnected networks having high “inter-similarity” are robust against cascade failure. They introduced
two measures to assess the level of inter-similarity. One is inter degree-degftegardgIDDC) and the

other is inter clustering cdicient (ICC). IDDC is measured by the joint probabiligy that a link is
connected to a node in subnetwdkkvith degreej and to a node in subnetwoikwith degreek. IDDC

displays high value when high degree nodes from network A tend to couple with high degree nodes from
network B and vice versa. ICC evaluates for a pairs of interconnected addes subnetworkA andb

in the other subnetworB how many the neighbors afconnect to the neighbors bfand vice versa. For
increasing values of ICC more of the neighborsaafonnect to the neighbors df They claimed that
interconnected networks having both high IDDC and high ICC shows high robustness against cascade
failure.

In Ref. [11, 12] assumed that all nodes in subnetwddonnect to nodes belonging to the other sub-
network B. Unlike these studies, the correlation between robustness and fraction of connecting links is
investigated [13]. Starting from two isolated networks, adding some interconnecting links suppresses the
largest cascades in each subnetwork. However, too many connecting links cause large cascades. They
also demonstrated that asymmetric capacity among interacting subnetworks may lead to an arms race for
greater capacity. In these studies, cascade failure is mainly focused to evaluate properties of intercon-
nected networks. It seems irfBaient from the view point of performance of communication network.

We therefore investigate network performance of interconnected networks, such as the total amount of

bandwidth in order to accommodateftra demand.
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5.2.2 Robustness of the Multiscale Structure

Dodds et. al. proposed a network construction algorithm that constructs five classes of networks [16].
The algorithm starts from a tree topology with branching rétiand hierarchical level and addam

links chosen stochastically. The probabilR{i, j) that two nodes and j will be connected depends on

the depthDj; of their lowest common ancestey; and also their own depthg andd; (in Fig. 5.1, for

exampleDj; = 2, d; = 2, andd; = 3). The probabilityP(i, j) is defined as follows,
PG, j) o ePiltei/t (5.1)

whered and{ are tunable parametenrs; represents organizational distance between two niogied j to
bex;j = (d?+ dj2 —2)42 (valid for d; + d; > 2). By changing the values afand¢, this algorithm generates

various topological structures. The authors categorized resulted networks into the following five classes.
e Random (R): For4, ) — (0, o), links are added uniformly at random.

o Random interdivisional (RID): Fori(¢) — (e0,0), links are added exclusively between pairs of

nodes that share the same ancestor in high level.

e Local Team (LT): @,0) — (o0, 0), links are allocated exclusively between pairs of nodes that have
short organizational distance, regardless of their rank. The resulting topology has teams form at all

levels of the hierarchy.

e Core-periphery (CP)A, ) — (0, 0), links are added exclusively between subordinates of the node

in top level. The resulting topology has dense-connected core network.

e Multiscale (MS): The values ofA(¢) have intermediate values in the inside among other four
classes. The resulting topology has connectivity dominated by the range from agrttad large
Xij. In multiscale networks, link density decreases as the hierarchical level decreases, such that the

high level nodes exhibit the high density. The multiscale structure has small-world property.

The authors evaluated two types of robustness. One is congestion robustness and the other is connec-

tivity robustness. Congestion robustness is measured by the maximum probability that any given message
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Figure 5.1: lllustrative example of the network construction algorithm

will be processed by a given node. Connectivity robustness defined by the fractional size of the largest
connected component remaining after the removal of some number of nodes. In this study, the multiscale

structure has high two types of robustness. The authors called this property “ultrarobustness.”

5.3 Network Connecting Model

We propose a model connecting two subnetworks inspired by the algorithm introduced in Ref. [16]. For
simplify, we connect two subnetworks having exactly the same topology and links connecting between two
topologies are selected stochastically. Of course, this situation is quite unlikely to occur in real information
networks. However, we use this model to clarify stochastic property of interconnection topology between
two subnetworks.

Before connecting two subnetworks, we prepare subnetwahkd subnetworld’ having the same
topology. Then, we calculate connection probabil{y, j) of all node pairsi( j) in one subnetworlA.
After calculating connection probability, we connect two nodes belongingffiereint subnetworks. We
start with selecting connected node paand j according taP(i, j). We then connect between nodand

nodej’ in subnetworkA’. Nodej’ is the corresponding node ¢f We repeat adding links between two
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subnetworksn times.

Our model is based on the assumption that hierarchical level of nodes is preliminarily defined. The
probability is calculated by using Eg. 5.1 in the same way in Ref. [16]. However, we arrange this cal-
culation method for use of connecting between two subnetworks. One of the extensions is for use in
non-tree-based topology such as the Abilene-inspired topology [21] (in Fig. 5.2). The Abilene-inspired
topology is based on Abilene Network used for higher education. As shown this figure, The Abilene-
inspired topology has meshed cores and tree-like structure hanging down from the nodes in core. The
algorithm in Ref. [16] does not consider existence of horizontal links connecting nodes in the same level.
We therefore extend the algorithm to calculate probability in subnetwork where horizontal links exist. We
redefine organizational distaneg by using three valued;, dj, andd;j. In our model,d; is defined as
the numbers of upstream links in the shortest path from sourceirtod#estination nod¢. In the same
way, d; is the number of downstream links adg is the number of horizontal links (shown in Fig. 5.3
as an exampleg; = 1, d; = 1, andd;; = 1). The redefined organizational distance of nodasd j is
Xij = (d?+ dj2 + dizj)l/2 (valid for d; + dj + dij > 0). Another extension is ignoring nodes in the lowest level
of a subnetwork. It seemed that nodes on the edge of ISP topologies concentrate to aggfigdtertra
customers and do not forward fii@ from external networks [21]. From this point of view, we consider
nodes in the lowest levél as end hosts and does not have connection to the other subnetwork. The other
extension is calculation in the case when no@ad j are located in the same place, iies j. When
two subnetworks are connected, the pair of nbded node’ in the subnetworl®’ has possibility to be
connected each other like Fig. 5.4. For this reason, we include the eagen probability calculation
process. In that case, organizational distaxcequals 0 andD;; is defined by level of the nodgshown

in Fig. 5.4 for exampleD;; = 2).

By tuning parameterd and/, we generate five classes of interconnection topology between two

subnetworks. In this chapter, we use the same definition of five classes in the same way in Ref. [16].
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Figure 5.2: The Abilene-inspired topology referenced from Ref. [21]. The number of nodes is 869 and
the number of links is 877.

5.4 Performance Evaluation of Interconnection Topology

In the previous section, we explain about how to connect between two the same subnetworks. In this

subsection, we investigate network performance of interconnection topology having each structure.

5.4.1 Evaluation of Interconnected Networks Formed by Subnetworks Having Five Classes

of Structure

First, we compare when subnetworks have five classes of structure. We generate five classes of structures
starting with branching ratib = 9 and hierarchical levdl = 4. And then, we addh = 50 links according
to the algorithm in Ref. [16]. The number of nodes is 820 and the number of links is 869. We also
evaluated subnetworks generated by othemlues, fromm =5 tom = 200. However, the results denote
the same tendency of the following results. Resulting structures in this way have the similar number of
nodes and links to the Abilene-inspired topology. We set values, ¢j (nto five patterns; A, £) = (oo, o)
(random, R), 4, ¢) = (o0, 0.05) (local team, LT), 4, ¢) = (0.05, ) (random interdivisional, RID),A, ¢) =
(0.05,0.05) (core-periphery, CP), and,¢) = (0.5, 0.5) (multiscale, MS).

After generating five classes of subnetworks, we connect between subnetworks according to probabil-

ity calculated by the algorithm in Section 5.3. We use the same valuek Hftb generate five classes
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Subnetwork A Subnetwork A’
d . Y K

Level 1

Level 3

Figure 5.3: Construction of interconnected network: fundamental form

Subnetwork A Subnetwork A’

Level 1

Level 2

Level 3

Figure 5.4: Construction of interconnected network when two nodes are located on the same point

of interconnection topologies. In the term of performance evaluation, we assifjo fi@avs between all

pairs of end hosts in the lowest levél € 4). The number of end hosts is 722 = 1,458. To simplify,

values of trfic demand are the same (demand equals 1). We evaluate network performance with the
maximum load and the total amount of link bandwidth required to accommodate all flows. The maximum
load is defined by the maximum fraction of passing flows to the number of total flows. Bandwidth of the
link is defined as the number of passing flows of the link. In this evaluation, flows go through the shortest
path to their destinations. Like realistic flow between ISP topologies, we use hot-potato routing, i.e., flows
from end hosts in subnetwokkto end hosts in subnetwo select the path that minimizes the distance

through subnetworld in the shortest paths to their destinations.
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The Figures 5.5, 5.6, 5.7, 5.8, and 5.9 show the results of performance evaluation of interconnection

topology between five classes of subnetworks. All plotted points represent average value of the results
obtained by 10 times simulations. Tlkeaxis in these figures represents the number of connecting links
between two subnetworks. In each figure (a),Waxis shows the maximum load of node in the intercon-
nected network ang-axis represents the total amount of bandwidth in each figure (b). In these figures,

the structure of interconnection topologies is compared.

The common characteristics of these results, the total amount of bandwidth shows the lowest value
when interconnection topology has the multiscale structure. In the multiscale structure, the connect-
ing links between two subnetworks cover a wide range of hierarchy and organizational distance. These
features shorten average path length of the connected networks and contribute to suppress the total band-
width. As proof of this inference, the maximum load rises when interconnection topology has the mul-
tiscale structure as shown in each figure (a). This is because flows concentrate on the node contributing
to shorten path length in top level. The results of interconnection topology having the core-periphery

structure exhibit the similar tendency.

Another point to note is the total amount of bandwidth of the core-periphery structure is lower than
the multiscale structure when the number of connecting links is low. These results indicate that it is im-
portant to connect between nodes in higher level when the number of links between two subnetworks is
small. However, as the number of connecting links increases, the total amount of bandwidth of the mul-
tiscale structure falls below that of the core-periphery structure. In addition, the core-periphery structure
requires the links having high-bandwidth compared to the multiscale structure. Figure 5.10 shows the
bandwidth distributions of the core-periphery structure and the multiscale structure. In this figure, the
y-axis represents the link bandwidth and thaxis represents the rank in descending order. This figure
indicates that the core-periphery structure needs high-bandwidth links because a large amount of the link
connecting between two subnetworks. From the view point of technological constraint, it is so hard to
construct the core-periphery structure due to high-bandwidth links. We conclude that connecting only
between the nodes in high level is not expected to performance improvement as the number of connecting

link increases.
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We finally mention aboutféects of diterences in structure of subnetworks. The maximum load dis-
plays low value when subnetworks have the multiscale or the core-periphery structure. There is consis-
tency with Ref. [16], where two classes of structure show high congestion robustness, i.e., the maximum

load keeps lower than that of other classes.

5.4.2 Evaluation of Interconnected Networks Formed by ISP Topologies

We also evaluate performance of interconnection topologies when two the Abilene-inspired topologies are
connected. The Abilene-inspired topology has hierarchical structurelwitld and random mesh struc-

ture in top level as shown in Fig. 5.2. Having core network is tfigedince from topologies generated by
method in Ref. [16]. We connect between the two Abilene-inspired topologies according to our algorithm.
We then assign tfAc flows between all pairs of end hosts. The number of end hosts iz 838 1, 396.

Figure 5.11 shows the results of interconnection topology constructed by two the Abilene-inspired topolo-
gies. Horizontal axis and vertical axis represent in the same manner as Fig. 5.5. Fig. 5.11 shows the
similar characteristics to the results of structures generated by the model in Ref. [16].

However, there is one of the notable points of these results that the maximum load shows lowest
value when interconnection topology has the core-periphery structure. There is the other notable point
that core-periphery structure approaches the performance of the multiscale structure even if the number
of connecting links is large. The reason comes from heterogeneous degree distribution of the Abilene-
inspired topology. Degree distribution of the Abilene-inspired topology follows a power law [21]. That s,
the nodes having large degree, so-called “hub nodes,” exist in the Abilene-inspired topology. By contrast,
most nodes of model-based subnetworks have the same degree at the initial state. So, resulting degree
distributions of generated topologies do not vary widely. In the Abilene-inspired topology, hub nodes
contribute to shorten average path length in the network. However, if hub nodes earn connecting links,
they bear a burden, i.e., heavyftre. In the Abilene-inspired topology, hub nodes tend to be located in

L—1 level because hub nodes play the role of aggregatifiictfeom end hosts in the lowest level If the
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Figure 5.5: Evaluation of interconnected networks formed by subnetworks having the random structure
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Figure 5.6: Evaluation of interconnected networks formed by subnetworks having the local team structure
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Figure 5.7: Evaluation of interconnected networks formed by subnetworks having the random interdivi-
sional structure
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Figure 5.8: Evaluation of interconnected networks formed by subnetworks having the core-periphery

structure
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Figure 5.10: Bandwidth distributions of the core-periphery structure and the multiscale structure: The
number of connecting links is 50.

Abilene-inspired topologies are connected in order to have the core-periphery structure, hub nodes do not
have connecting links. Therefore, the maximum load is suppressed. In addition, core network constructed
by nodes in top level also contribute to suppress the load. Because flows passing through top level nodes
are distributed in core network, load of top level nodes is absorbed.

The results of interconnected the Abilene-inspired topologies indicate that performance of intercon-
nected networks isfiected by not only structures of subnetworks but also degree distributions of sub-
networks. Nevertheless, the multiscale structure suppresses the total amount of bandwidth in spite of the

heterogeneous degree distribution.

5.5 Conclusion

In this chapter, we discussed about performance of interconnection topology between ISP topologies
towards establishment of network design methods. The Internet is composed by a large number of ISPs.

Traffic coming from neighboring ISPs is considerable for each ISP. We focused on network performance
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Figure 5.11: Evaluation of interconnected networks formed by the two Abilene-inspired topologies
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of interconnected networks constructed by institutive subnetworks. By reference to Ref. [16], we construct

five classes of interconnection topology between two subnetworks. We compared network performance
of five classes of interconnection topologies. The results show that interconnection topology having the
multiscale structure suppresses the total amount of bandwidth. We also investigated the case when the two
Abilene-inspired topologies are connected. Because of heterogeneous degree distribution of the Abilene-
inspired topology, the results ardidrent from those of model-based topologies in point of the maximum
load of nodes. Nevertheless, the multiscale structure suppresses the total amount of bandwidth. Our work
sheds the light on the problem of designing interconnection topology between ISP topologies.

In the future work, we evaluate network performance with consideration fifctidynamics. And

then, we investigate performance of connected network composed by more than three topologies.
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Chapter 6

Conclusion and Future Work

In this chapter, we summarize the discussion in each of the previous chapters and describe future research
works.

Chapter 1 mentioned research background and overview of our studies. Development of new network-
ing applications contributes to an increase in complexity of Internfiiditaehavior. Thus, understanding

the complex behavior of the Internet is important for designing dbstive networks.

In Chapter 2, we investigated the interaction between the structures of topologies and flow control
between end hosts. Comparing the simulation results of the stop-and-wait model and the TCP model,
the functionality of TCP improves network throughput in the ISP topology. On the other hand, the func-
tionality of TCP makes the queue length fluctuate. Even in this case, the highly-modularity structure of
ISP topologies reduces the number of highly fluctuating links compared with BA topologies. We also
evaluated the queue length on other topologies and confirmed that the modularity structure can reduce
the number of highly fluctuating links. Our results suggest that reproducing the modularity structure is
important when evaluating the performance of transport protocols.

Chapter 3 focused on link bandwidth in ISP topologies. First, we investigate the link bandwidth dis-
tribution of an actual ISP backbone network in Japan. Results show that link bandwidth distribution in the
actual ISP network obeys a power law. To see the reason of the power-law characteristic, we compared
network performance with three link bandwidth distributions; power-law, exponential and identical. Re-

sults show that power-law link bandwidth distributions accommodate large amount offfiee Results
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also show that, under the constraint of only node processing capacities, amount dfihéhatthe net-

work can accommodate is over estimated. Our conclusion of this chapter is that the link bandwidth with
power-law distribution is essential to characterize the network performance and is important to evaluate
the network control method properly.

In Chapter 4, we proposed a model of bandwidth distribution in ISP topologies. We first evaluated
the bandwidth distributions obtained by periodic bandwidth enhancements to accommodatefficiR tra
ISP topologies. As a consequence of periodic bandwidth enhancement, we revealed that the bandwidth
distributions of these topologies follow a power-law whose exponent varies according to the topology. We
confirm that periodic enhancement reproduces the similar power-law bandwidth distribution of the actual
ISP topology in Japan. A comparison of simulation results for the ISP topology and the BA topology
showed that the high-modularity structure of the ISP topology characterizes its bandwidth distribution.
The ISP topology has a greater number of high-bandwidth links due to its highly congested inter-module
links. Our results indicate the possibility that a power-law characteristic of bandwidth distributions of ISP
topologies is induced by the periodic bandwidth enhancement to accommodate dynamicfi€CH tran,
we proposed a bandwidth allocation model that accounts for TGRctdynamics. By considering the
impact of a given link’s bandwidth enhancement on its tributary links, our model generated a bandwidth
distribution with the similar properties to the distribution obtained by periodic enhancement.

Chapter 5 discussed about interconnected networks between two subnetworks to desifjeativst e
networks. ISPs should consider how to accommodate exterrit thiaom neighboring ISPs because
each ISP is fiected by tréfic from the other neighboring ISPs. We investigate network performance of
interconnection topology for the purpose of designing interconnected networks formed by ISP topologies.
Comparing the total amount of bandwidth to accommodatidrave showed that the multiscale structure
reduces the sum of bandwidth regardless of tiiedince in structures of subnetworks and thtedince
in degree distribution of subnetworks.

In this thesis, we first analyzed ffi@ dynamics in ISP topologies. In large scale topologies, bot-
tlenecks emerge at a variety of points and show various size of fluctuation because dfetfenci in
traffic load of each link. Analyzing tffc fluctuation of all links in large scale topologies revealed that the
high-modularity structure of ISP topologies has significdfegat on traéfic dynamics. This knowledge is

not obtained by investigation in small scale topologies having a single bottleneck lirflic Thgnamics
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induced by the high-modularity structuréexts on network design such as bandwidth allocation. We

then discussed and modeled link bandwidth distribution includirffidrdynamics in ISP topologies. The
results showed that inter-module links and their peripheral links tend to be enhanced at many times. To
avoid a large number of enhancements at inter-module links, we focused on structure of interconnection
topology formed by institutive modules (subnetworks). flicaload distribution is fiected not only by
the number of interconnecting links but also by the structure of interconnection topology between sub-
networks. We then investigated performance of interconnection topology and showed that the multiscale
structure reduces the sum of bandwidth. These results show the possibility of a solution of the Internet
design.

Finally, we discussed about design of interconnected networks as a part offeotve network de-
sign. We conclude this thesis by summarizing several challenging tasks in future work. In Chapter 2,
we showed the high-modularity structure is one of the important characteristics of ISP topologies. From
this finding, it is expected to develop a topology generation method that reproduces the high-modularity
structure for evaluating the network control method properly. In Chapter 3 and 4, we revealed that the
power-law bandwidth distribution of the actual ISP is obtained by periodic bandwidth enhancement con-
sidering TCP tric dynamics and proposed a model reproducing the power-law bandwidth distribution.
As for future works, a network design method that includes the interaction between TCP flow control
and the structural properties of topologies should be explored. In Chapter 5, we investigate network
performance of interconnection topology between two subnetworks. Howeu#g thgnamics was not
considered in the simulations unlike Chapters 2, 3, and 4. We should evaluate network performance of
interconnected networks in more realistic situations. For example, we investigate performance of inter-
connected networks composed by more than three topologies, with consideratioffifodyi@amics. We

believe that discussions in this thesis contribute to establish new design methods for ISP networks.
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