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Abstract Many researchers have been attracted by a
wireless sensor and actuator network (WSAN) for its wide
range of applications. In a WSAN, embedded sensors detect
and conjecture environmental and personal conditions
and actuators provide users with information services and
environmental control which are suited for time, place,
occasion, and people. Since it apparently is wasteful and
redundant to deploy an independent WSAN for each of
envisioned applications, building a multi-purpose WSAN
consisting of heterogeneous sensors and actuators and
sharing them among applications are considered promising.
However, we need a mechanism to effectively share
available resources among concurrent applications while
taking into account application requirements and resources.
Although there are several proposals on centralized or
deterministic device assignment mechanisms, they suffer
from difficulty in designing an appropriate set of rules
with fine-tuned parameters. In this paper, we propose a
fully distributed and self-organizing device assignment
mechanism by adopting a response threshold model, which
imitates division of labors in a colony of social insects. Our
proposal does not require deterministic and complicated
rules and appropriate device assignment emerges as a
consequence of autonomous decision of individual nodes.
Through simulation experiments, we confirmed the our
proposal accomplishes as effective device assignment as an
existing deterministic mechanism and our proposal is less
sensitive to parameter setting errors.

Keywords wireless sensor and actuator network; device
assignment; resource sharing; response threshold model

1 Introduction

In recent years, many researchers have been actively
working in the field of wireless sensor and actuator
networks (WSANs) [1]. A WSAN consists of embed-
ded sensors, e.g. thermometer, hygrometer, and motion
sensor, that detect and obtain environmental and personal
conditions and actuators, e.g. heater, cooler, buzzer, light,

and switch, that control environment and machinery. By
distributing nodes with appropriate sensors and/or actuators
at appropriate locations in an area, e.g. field, building, and
room, and organizing a network by wireless multi-hop
communication, a variety of applications can be provided in
the area. We hereafter call sensors and actuators “devices”
and a “node” corresponds to an equipment with CPU,
memory, wireless transceiver, and one or more devices.

In general, WSANSs are constructed and managed in an
application-oriented manner to answer specific requirements
of an individual application. Therefore, nodes are deployed
for a specific application and they are not shared with oth-
ers. For example, both of WSANs for illumination control
and intrusion detection employ nodes with a motion sen-
sor to detect location of people and nodes with a switch to
turn on or off a light. Although applications use the same
kind of devices in the same way, their WSANs are made
of dedicated nodes and independent from each other with
current form of deployment. It is apparently redundant and
wasteful. Furthermore, an application-oriented deployment
requires previous knowledge about the operational environ-
ment and careful planning of types and locations of nodes
to place. However, it is impossible to predict all events that
may occur in the area and make WSANs well prepared for
unpredictable events.

Considering above-mentioned issues, interests of
researchers are shifting from a special purpose WSAN
to a multi-purpose WSAN where multiple concurrent
applications are running over a single WSAN [18]. In a
multi-purpose WSAN, heterogeneous nodes are deployed in
the area and applications employ those nodes with desired
devices. The first challenge exists in the heterogeneity
in node architecture [2,14], which makes application
implementation and interoperation of nodes difficult. As an
example of solution of the challenge, SOA (Service Oriented
Architecture) provides an application with a common
interface with nodes having different architecture [2,16].
Once heterogeneous nodes can be handled through the
common interface, another challenge arises in selection
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of nodes and devices [15,20]. For example, in starting
an intrusion detection application in the area where an
illumination control application already exists, is it better
to use the node with a motion sensor that the illumination
control application is using? If they share the node, other
nodes with a motion sensor can sleep and save energy and
network bandwidth. A decision on device assignment must
be made taking into account a variety of conditions, e.g.
the degree of device sharing and the amount of residual
energy, and it is not trivial. For this purpose, there are
several proposals on dynamic device assignment [8,9], but
they usually employ rule-based mechanisms. As such, as a
WSAN becomes large and the number and heterogeneity
of applications increase, they will suffer from difficulty in
making an appropriate set of rules without contradictions.

In [12], to effectively share available resources among
concurrent applications while taking into account applica-
tion requirements and resources, we presented a basic idea
of fully-distributed and self-organizing device assignment
mechanism where each node determines whether to offer
its own devices to an application or not. Results of prelimi-
nary simulation experiments showed that nodes and devices
were appropriately selected taking into account the amount
of residual energy and the degree of contribution to applica-
tions. In this paper, we improved our mechanism by incor-
porating with SPAN [6] to efficiently share nodes engaged
in message relaying among applications and simplifying a
decision making algorithm to make parameter setting easier.
In our proposal, the minimum connectivity is maintained
by SPAN, where a set of coordinator nodes constructs a
forwarding backbone. Once a need for device assignment
occurs, a request message is disseminated from a request
node of an application to all nodes through a forwarding
backbone. On receiving the request, each node determines
whether to offer its devices to the application or not. The
decision is sent back to the request node through the for-
warding backbone.

For autonomous decision making without deterministic
if-then type of rules, we adopt a response threshold
model [4], which imitates a mechanism of division of labors
in a colony of social insects. In a colony, each individual
decides to be engaged in a task without any centralized
control and the number of workers is dynamically adapted
in accordance with the demand of the task. In our proposal, a
request message advertised by a request node expresses the
demand intensity to stimulate nodes to offer their devices. A
request node does not appoint nodes to offer their devices as
existing mechanisms do. Instead, each node has has the right
to make a decision of device assignment in our proposal.
Furthermore, device assignment is performed stochastically
at a node. Therefore, our proposal is not deterministic. As
such, as will be verified in the paper, our proposal is less
sensitive to parameter setting than the existing mechanism.

It implies that our proposal can be used in the area where
a variety of applications emerge and their requirements
dynamically change.

The remainder of this paper is organized as follows.
First, in Section 2, we describe related work. Next, in
Section 3, we describe application scenario that our proposal
assumes. Then, in Section 4, we propose a mechanism for a
node to autonomously decide whether it assigns its devices
to an application or not. In Section 5, we show results of
simulation to evaluate our proposal and compare it with
an existing mechanism. Finally, in Section 6, we provide
concluding remarks and future work.

2 Related work

The heterogeneity of node architecture makes application
implementation and node management difficult. There are
several proposals to deal with heterogeneous nodes through
the common interface [2, 14]. For example, TinySOA, which
is based on the concept of SOA [16], allows application
developers to write application programs without concern-
ing differences in node architecture, OS, and programming
languages.

To share sensors among multiple applications, TinyONet
is proposed in [13]. The main focus of TinyONet is reuse
of sensing data gathered at a sink. When a sink receive a
request for assignment of sensors from an application, it
organizes a slice, i.e. a group of virtual sensors. A virtual
sensor is a representative of a physical node and it provides
an application with cached sensing data. From a viewpoint
of an application, a dedicated sensor network is tailored over
heterogeneous sensors, from which it can collect required
sensing data at the desired frequency. Since a virtual sensor
is a cache, it is possible to accommodate multiple applica-
tions without putting extra load on a physical sensor net-
work. However, TinyONet assumes that sensing data are
collected from all sensor nodes at regular intervals, which
should be the minimum among all applications. That is, it is
energy and bandwidth consuming. Furthermore, it does not
consider actuators.

VSN (Virtual Sensor Network) is another example of a
mechanism to overlay application-oriented virtual networks
over physical WSANSs [3]. In their proposal, a VSN can
consist of nodes belonging to different WSANs. A VSN
is a single network of tree topology and all messages are
exchanged over the tree. Although VSN realizes service-
oriented and inter-WSAN overlay networking, it is ineffi-
cient to concentrate all traffic at a single tree. Furthermore,
when there are multiple concurrent applications, there exist
multiple and independent VSN trees in the area.

Regarding on-demand selection of nodes which offer
devices or functions to an application, mechanisms
for generic role assignment are proposed in [8,9]. In
their framework, an application developer injects a role
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specification to a WSAN through a gateway. A role
specification defines roles and rules to assign roles to
nodes. Rules are in the form of Boolean expression, i.e.
if-the-else statement. A specification is disseminated in a
WSAN and a node receiving it decides whether to play
a role or not in accordance with the specified rules and
its properties. As far as rules are well defined, roles are
assigned to appropriate nodes. However, it is not trivial
to define an appropriate set of consistent rules to appoint
the necessary and sufficient number of nodes with desired
properties taking into account a variety of conditions.

Our proposal can assign an appropriate set of nodes and
their devices to an application taking into account appli-
cation’s requirements and multiple conditions, i.e. residual
energy and resource sharing, without centralized control or
deterministic rules.

3 Application scenario

There are applications operating in the area or being intro-
duced on demand. Each application has one or more appli-
cation servers or control units, such as a home server of a
home automation system, which manages the application.
However, a server does not have the complete knowledge of
the whole WSAN, e.g. type and location of nodes and their
devices. We assume that an application consists of a series
of processes, such as turn on or off the light, and a process
is realized by devices embedded in the area. For example,
a lighting control application (1) senses user presence and
illuminance and (2) turns a room light on or off depending
on the situation.

Sharing a sensor among multiple applications is not
harmful as far as the sensor can provide them with requested
sensor data at the desired precision and frequency. On the
other hand, sharing an actuator among multiple applications
sometimes causes a problem, which we call “actuator
contention.” An actuator usually has multiple operations
that cannot be performed simultaneously, e.g. turn on
and off a light. To solve competition for a device among
applications, we assume that each process of an application
has a priority value. A priority value is predetermined at
implementation and deployment, but it can dynamically
change in response to environmental conditions. A process
with a higher priority takes precedence over a process with
a lower priority. When there is a tie, a decision making
algorithm of a WSAN selects a process to assign a device.
An assigned device operates as requested by the designated
application.

4 Our proposal

The proposal adopts a response threshold model of division
of labors in a colony of social insects [4] to accomplish
autonomous and fully distributed decision making of nodes
on whether to assign embedded devices to an application.

4.1 Service network

An application is realized by devices which are selected by
our decision making algorithm. We call a network consisting
of nodes contributing to an application a “service network,”
which is logically laid on a physical WSAN. Nodes con-
stituting a service network are a “request node” that initi-
ates organization of the service network, “member nodes”
that are equipped with devices which can satisfy applica-
tion requirements, and “relay nodes” that deliver messages
among a request node and member nodes. In addition, there
are two types of member nodes, i.e. “active member nodes”
and “idle member nodes.” A role of a node is determined
per application and changes in the course of operation. For
example, a node is an active member node of application A,
a relay node of application B, and a non-member node of
application C.

An active member node assigns devices to one or more
applications. We call a device which provides a sensing or
actuation function to an application an “active device.” On
the contrary, an idle member node is equipped with devices
which can answer application requirements, but it does not
assign them to any application. We call an unassigned device
an “idle device.” An active member node has one or more
active devices and some idle devices, but an idle member
node has only idle devices. A decision on whether to become
an active or not is made by a node taking into account sev-
eral conditions such as application requirements, the degree
that devices are shared among applications, and the resid-
ual energy, to efficiently share active member nodes among
applications and balance energy consumption of member
nodes.

When there is no operating application, no node is active
in a WSAN. Device assignment is initiated by a request
node, e.g. an application server or a getaway node between
a WSAN and an outside application server. We should note
here that our proposal can be applied to both of a static and
dynamic application. In the case of a static application, a
request node is a sink of data of periodic monitoring, for
example. In the case of a dynamic application, a node detect-
ing an event becomes a request node, for example.

4.2 Basic behavior

A request node first disseminates a request message which
specifies necessary devices and their desired operational
mode to all nodes (step 1 in Figure 1). The minimum
connectivity of a WSAN is maintained by SPAN [6].
SPAN forms the forwarding backbone, which consists of
coordinator nodes. A coordinator node is a node which stays
awake to maintain connectivity of neighbor nodes. Nodes
which are not a coordinator can sleep and communicate
with each other through the forwarding backbone when
needed. Decision to become a coordinator is made locally
by a node. A request message is sent to all nodes in the
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Figure 1: Overview of device assignment.

whole area or nodes in the specified area of interest when
location information is available, through the forwarding
backbone.

When a node receives a request message, it first exam-
ines whether its devices can answer the request. If the node
is equipped with such devices, it becomes a member node.
Next, a member node decides whether to assign devices to a
requesting application or not by using the response thresh-
old model-based decision making algorithm (step 2). Then
active member nodes report the decision to the request node
by sending a notification message. Nodes where notification
messages traverse become a relay node and they adjust the
sleep scheduling if necessary (step 3). A member node of a
certain application can be a relay node of the same applica-
tion. A coordinator node is likely to become a relay node.
Finally, application messages including sensing and control
information are exchanged among active member nodes and
a request node through relay nodes until the next timing of
periodic dissemination of a request message (step 4).

Above-mentioned steps are repeated while an appli-
cation is running. A request node can change contents of
a request message to perform a different process of the
application. It is also possible for a member node to issue a
new request message for the application. At the end of an
application, a request node stops sending request messages.
Those internal values that a node holds for the application is
removed when a timer expires without receiving a request
message for a predetermined duration.

4.3 Internal values of nodes

In our proposal, a node maintains a set of information sum-
marized in Table 1. Details of each information is given in
the followings.

A node is equipped with a set D of devices. A node also
has a set Oj of operational modes of device j € D. A set O
is represented by the following expression, where n = |Oj|,
i.e. the number of operational modes.

O; = {modey,...,mode,,_1,mode,, }.

A device cannot operate in different operational modes
simultaneously. “mode,,” is a “default mode” of a device

Table 1: Internal values of a node.

Notation Default Description
D 1) set of devices
O; set of possible operational modes
of device 7
S o) set of requirements of applications
X ) set of X; ;
Y ) set of Y
] ) set of 0; ;
X j false boolean flag of assignment of
device j to application 4
Y; default mode  operational mode of device j
0;,; 5 threshold of assignment of device

j to application 4

and an idle device is in mode,,. When device j is a sensor,
a typical set is Oj = {sensing,sleep}. In the case of an
ON/OFF switch, Oj = {ON,OFF}. In general, a default
mode is an operational mode where a device and a facility
can save energy.

A node also maintains a set X of X, ;, a set Y of Y},
and a set © of 0; ; for application 4 and device j (¢ € I and
j € D), which are used by the response threshold model-
based decision making algorithm. I is a set of identifiers of
application for which a node received a request message.
X, € {true,false} represents whether device j is assigned
to application ¢ (X; ; = true) or not (X; ; = false). Y; €
Oj represents the current operational mode of device j. 0; ;
(0 < 0;,; < Omax) is a threshold representing hesitation of
node in assigning device j to application :.

A node maintains a set S of 7-tuples (i,j,m,k,h,
s;(t),r;). These values are updated on receiving the tth
request message of application ¢ € I. The identifier ¢
which is unique in the whole network can be generated as
concatenation of a node identifier and a sequence number
of application it initiates. j is an identifier of a device which
application ¢ requires. When application ¢ requires multiple
devices, the tuple is generated for each of devices. m is an
operational mode which application ¢ request to device j. k
is a sequence number of the last request message. h is an
identifier of a neighbor node where it received the request
message. s;(t) is the demand intensity representing the
degree that the request node wants its request to be satisfied.
s;(t) is calculated by the request node in accordance with
the number of devices assigned to application <. Finally, r;
is the priority of application ¢ or its process.

4.4 Node behavior

A request node sends a request message at regular intervals
of Ijemanas. We call an interval between successive
emissions of a request message a “round.” As a simple
example, assume a process for periodic data gathering
which requires a motion sensor to report the condition
at coordinates (x,y) every I, s. In this case, a request
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Figure 2: Behavior of a node on receiving a request
message.

message emitted at the ¢th round is a pair of attributes in
the form (i,k,s;(t),r;) and a request body in the form
(motion sensor, sensing, («,y), Iju.). The content of a
request message can be extended by using an XML-based
method [10].

When a node other than a request node of an application
receives a request message, it behaves following a flow chart
shown in Figure 2. First, if a node is a coordinator of SPAN,
it forwards the request message to neighbor nodes and it
becomes a candidate of a relay node. Next, if it does not have
an element of application ¢ in set S, it generates a new 7-
tuple element. If the corresponding tuple exists, it is updated.
Then, a node examines whether it has a device which satisfy
the request. If it has, the node becomes a member node. A
member node initializes elements X, ;, Y}, and 0; ; of appli-
cation 7 in sets X, Y, and O, respectively, if not exist. If the
priority of the application is the highest in all applications in
set S or the requested devices are not assigned, values X; ;,

Y;, and 6; ; are updated by a decision making algorithm
explained in Section 4.5. Then, if the node assigns device
J to application ¢, the decision is reported to the request
node by sending a notification message which contains an
identifier of the active member node, an identifier of the
application and X; ;. A notification message is sent to neigh-
bor h, from which a node received the corresponding request
message. Following a reverse path, a notification message
reaches the request node.

An assigned device operates in the decided operational
mode. In the above example, an active member node sends
sensing data of a point (x,y) obtained by a motion sensor
to the request node at regular intervals of I, s. Data mes-
sages are sent to the request node through the forwarding
backbone of SPAN. Every time a member node receives a
request message, the above steps are conducted. If a member
node does not receive a request message for E; s, it consid-
ers the corresponding application terminates and it removes
corresponding information from the memory.

A request node receives notification messages from
active member nodes. In the proposal, a request node uses
a scalar value, called the demand intensity, to control the
number of active member nodes while leaving decision
making to nodes. The demand intensity at the beginning
of the (¢ + 1)th round is calculated from the number of
notification messages by the following equation, where the
initial demand intensity s;(0) is set at 0.

Here, &; (§; > 0) is an increasing rate of demand intensity
of application . N;(t) (IV;(t) > 0) is the number of active
member nodes which is equal to the number of notification
messages stating X; ; = true received in response to the ¢th
request message. The equation means that, when the number
of active member nodes is less than §;, the demand intensity
gradually increases and the request node requires more
member nodes to become an active member node. On the
other hand, when the number is greater than ¢;, the demand
intensity gradually decreases and active member nodes
become inactive. As such, the parameter J; determines the
number of active member nodes on convergence and it
can be used to adjust the degree that nodes are involved
in the process. The updated demand intensity is notified to
member nodes by a request message disseminated at the
beginning of the next round. Until the next round, a request
node exchanges messages with active member nodes.

4.5 Response threshold model-based decision making

It is known that a colony of social insects is divided into two
groups of workers and non-workers based on autonomous
decision of individuals using a simple rule. A response
threshold model is a mathematical model of the division
of labors of social insects [4]. We adopt the model as
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an algorithm for a member node to decide whether it
assigns a device to an application or not. For details of the
response threshold model, refer to [4]. The size of group
is well adjusted based on the task-associated intensity of
stimuli [5].

The probability P(X; ; = false — X; j = true) that an
idle node (X ; = false) assigns device j to application 7 is
derived by the following equation:

s (1)

2

s2(t)+ A;07 (1)

77,3

P(X; ; =false - X, j = true) = )
Here, s;(t) (s;(t) > 0) is the demand intensity of application
i at the tth round. 6; ; (Omax > 6;,; > 0) is a threshold which
corresponds to hesitation of the node in assigning device j to
application 7. The equation is extended from the basic model
by introducing variable A;. A; (A; > 1) is a variable related
to the degree that device j is shared among applications, and
the residual energy of the node. Derivation of A; will be
explained in Section 4.6.

The probability P(X; ; = true — X; ; = false) that an
active member node (X; ; = true) quits assigning device j
to application ¢ is derived by the following equation:

P(X; ; =true — X, j = false) = p;. 3

Here, p; (1> pj > 0) is a constant defined per device. This
prevents an active member node from devoting its devices
too long and enables rotation of task among member nodes.
It further leads to avoidance of redundant device assignment.
The average duration that an active member node assigns
device j to an application is 1/p; rounds.

Similarly to the basic response threshold model, our pro-
posal also has a mechanism of reinforcement which makes
specialists. Threshold §; ; is adjusted as follows:

0, 05— &>

0ij + i,
where &§; (§; > 0) and ¢; (p; > 0) are parameters of the
speed of differentiation. With the threshold adjustment, an

active member node is more likely to become active again
than an inactive member node.

if X; ; is true,

. . )
if X; jis false,

4.6 Variable A; for device sharing and energy efficiency

In the proposal, for efficient device sharing and balancing
energy consumption for a longer lifetime variable A; (1 <
Aj) is derived by the following equation from the degree
that device j is shared among applications and the residual
energy.

m (B \"
A= (S; - F)) +<Pf”) —1. 5)

Parameters are summarized in Table 2. Here, the first term of
the right side is used for device sharing among applications.

Table 2: Parameters of variable A;.

Notations  Description
m exponent regulating the sensitivity to the degree of
sharing
n exponent regulating the sensitivity to the residual
energy
S; number of applications where a node is a member
for device j
F; number of applications where a node is an active
member node for device j
Pres amount of residual energy of a node
Pru total capacity of battery of a node

Variable S; (S; > 1) represents the number of applications
where a node is a member regarding device j. .S; is derived
as S; = |{X,; € X|i € L}| where L is a set of identifiers
of application where a node is a member node. Variable I
(F; > 0) represents the number of applications where a node
is an active member node. F) is derived as F; = [{X; ; € X |
i €L, X;; =true}| and F; < S; — 1. Exponent m (m > 1)
influences the sensitivity of the algorithm to the degree that
the device is sharing. The second term is used for balancing
energy consumption. Py /Py is the ratio of the battery
capacity Py (P > 0) to the residual energy P (Pru >
P,.s > 0). Exponent n (n > 1) influences the influence of
the amount of residual energy on decision making. The third
term is used for shifting minimum value of valuable A;
from 2 to 1. Variable A; becomes smaller and probability
P(X; ; = false — X, ; = true) becomes higher on a node
which is engaged in more applications as an active member
node and has more residual energy.

5 Performance evaluation

In this section, we evaluate our proposal through comparison
with directed diffusion [11] and our former proposal [12].
We first briefly explain directed diffusion and its extension
made for comparison purposes. Then, we will show results
of evaluation from viewpoints of efficiency of device assign-
ment and robustness against parameter setting errors.

5.1 Directed diffusion

Directed diffusion is a data-centric information gathering
mechanism [11]. A sink which corresponds to a request
node in our proposal first disseminates an interest message.
An interest message specifies a required sensing task and a
reporting interval. Initially, a reporting interval is set longer
than one that an application requires.

When a node receives an interest message, it sets an
entry called gradient, which consists of the information
about a task, an identifier of a link with a neighbor node
from which it received the interest message as a precursor,
and a report interval specified in the message. If a node
can perform the requested sensing task, it becomes a source
node, which we call a member node in our proposal, and
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begins to send data messages at the specified report interval.
Data messages reach the sink by following gradients. The
first data message is called an exploratory data message.

A sink would receive multiple exploratory messages
from different source nodes. Among them, it selects one
based on a reinforcement rule, for example, to select an
exploratory data message received first. Then, the sink
sends an interest message, called a reinforcement message
to a neighbor node from which the selected exploratory data
message comes. A reinforcement message is in the same
format as an interest message, but it specifies an application-
specific reporting interval which is shorter than a reporting
interval written in an interest message. A reinforcement
message is sent to a source node following gradients in
the reverse direction while updating gradients on the route
with the new reporting interval. The gradient does not hold
information about a source node. Therefore, when there are
two or more source nodes in the downstream of the selected
neighbor node, a reinforcement message does not neces-
sarily reach a source node which sent the corresponding
exploratory data message. A sink keeps sending both of
interest messages and reinforcement messages at regular
intervals to maintain and update gradients.

5.2 Extension of directed diffusion

In our proposal, a request node can control the number of
devices which contribute to an application by the demand
intensity as will be verified in Section 5.4, while device
assignment relies on an autonomous decision of each node.
On the other hand, the number of source nodes is uncontrol-
lable and it would dynamically change in directed diffusion.
Since gradient on a node does not have information about
either of a sink or a source node, interest messages and
reinforcement messages do not always reach the same set
of source nodes. Therefore, for comparison, we extended
directed diffusion for controlling the number of nodes or
devices which contributes to an application as follows.
First, for a sink to obtain information of a source node,
we extend a data message to have additional fields for an
identifier idy;,;, of a sink, id, of a source node, the amount
Pres (Pres > 0) of residual energy, the battery capacity P
(Pt > Pres), the number Mgy (Mgq > 1) of sinks from
which it receives interest or reinforcement messages, and
the number Ny (Nyy > 0) of sinks from which it receives
reinforcement messages. Consequently, the extended data
message takes the form of [type, data, idguk, idgres Pres,
Bri, Myq, Ngq, time-stamp). Please refer to [11] for details
of other fields than those newly introduced. Next, to identify
a path between a specific sink and a specific source node,
we add a field of an identifier idy;,; of a sink and id.
of a source node to the gradient. First time when a node
receives an interest message, it makes a gradient while
leaving id,. empty. It fills in the field when a data message

Table 3: Prioritization rule for reinforcement in directed
diffusion.

Renergy
> Tenergy < Tenergy
< Tshare 1 3
Rnare
> Tshare 2 4

is received. Consequently, the extended gradient has the
form of [type, region, data rate, time stamp, expired-AT,
1dgink, 1dsrc]. While leaving the form of an interest message
as it is, i.e. [type, region, interval, time-stamp, expired-AT],
we extended the form of a reinforcement message to have a
new field for an identifier id;,; of a sink node and idg,. of
a source node. As a result, the reinforcement message has
the form of [type, region, interval, idg,, idsyc, time-stamp,
expired-AT].

Now based on the extension, we consider a reinforce-
ment rule which takes into account the amount of residual
energy and the degree of device sharing. A sink in the
extended directed diffusion first disseminates an interest
message to all nodes. Next source nodes begin to send data
messages. A data message sent by a source node contains
information about its energy, P.; and Py and its task
My; and Ny, After receiving the sufficient number of
data messages, a sink evaluates R,y Which is derived as
Pres/Pfull and Rshare which is derived as (Mdd — Ndd)/Mdd
for each source node. Then, it determines priority of the
node in reinforcement. For the sake of simplicity, we
use threshold-based prioritization summarized in Table 3,
where Topergy and Tipqpe are thresholds. A smaller number
has higher priority. For example, if a source node has
plenty of energy, i.e. large Repergy, and is contributing to
many sinks, i.e. small R, it is the best source node to
reinforce. Finally, following an ascending order of priority
value, a sink selects the required number IV of source nodes
and send reinforcement messages to them. In the following,
we call a source node which receives a reinforcement
message an active source node.

5.3 Simulation setting

We used OMNet++ [19] for simulation. 25 nodes are placed
in the area of 25m x 25m. 5 nodes, A, B, C, D, and E,
among them are located at the edge of the area, while
remaining 20 nodes are randomly distributed. Figure 3
illustrates an example of node layout where the x and y
axes are coordinates and filled circles, open circles, crosses,
and triangles indicate nodes. Each line corresponds to a
path between an active member node and a request node to
exchange application messages.

Nodes are identical in battery capacity, embedded
device, and communication capability. They operate on
two AA batteries of 3.3V. Based on the data sheet of
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Table 4: Parameter setting of performance evaluation.

Notation  Description set A setB

Dj probability of quitting task in (3) 0.01  0.01
& threshold adaptation parameter in (4) 0.1 0.1
©; threshold adaptation parameter in (4) 1
m influence of degree of sharing in (5) 3 6
n influence of residual energy in (5) 3 6
L interval for exploratory data messages 0.5 0.5

Tshare threshold of reinforcement rule 0.5 0.1

Tenergy threshold of reinforcement rule 0.5 0.9

Tgemana  interval of request message 10 10

500 X @ Request node
! * X A Relay nod
elay node
1 X
- - - - QO Active member node
s 10 T1s 20 25
A B D = Sensing area of (25,25)

Figure 3: Snapshot of a simulation.

MICAz [7], a transceiver module consumes 18.8 mA in
listening a channel and receiving a message, 17.4 mA in
transmitting a message, and 0.021 pA in a sleep mode. A
node is equipped with a sensing device with identifier j. A
sensing device can obtain information about a certain point
in the diameter of 15 m. We assume that energy consumption
of the device in sensing is negligible in evaluation.

The communication range is 15 m on the IEEE 802.15.4
non-beacon mode MAC/PHY protocol. The length of a
request message, an interest message, and a reinforce
message is set at 36 byte without 6 byte header. Regarding
a notification message, an exploratory message, and a data
message, the length is set at 64 byte without a 6 byte
header. Parameters used in the simulation experiments are
summarized as set A in Table 4, which are chosen based on
preliminary experiments.

5.4 Evaluation of task assignment

Since self-organization does not always achieve the optimal
result due to its autonomous behavior, in this section, we
first verify that our proposal can accomplish as good device
assignment as directed diffusion which employs determin-
istic rules. Evaluation is conducted from a viewpoint of the
number of active member nodes and relay nodes.

We configure 5 edge nodes as request nodes of 5 inde-
pendent applications of the same priority, respectively. All
request nodes require the information about the corner point
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Figure 4: Number of active member or source nodes.

at (25,25). In the other words, they require assignment of a
sensor device within a circular area centered at (25,25) with
radius 15 m, which is illustrated as a shaded quadrant in Fig-
ure 3. Each request node sends a request message at a regular
interval of I nqnq, Wwhich is 10 s in the experiments. Timings
of emission of the first request message from request nodes
are randomly distributed in 1 sec to avoid collision. We con-
ducted 100 simulation runs for each of 30 combinations of
simulation parameters by changing the number of request
nodes which send request messages from 1 to 5, the increase
rate d; from 0.1 to 2.1, and the required number N of active
source nodes from 1 to 3.

Figures 4 and 5 summarize results of the number of
active member nodes or active source nodes and the number
of relay nodes in the network at the end of a simulation run
of 20000s, respectively. The number of active member or
source nodes can be controlled by adjusting § in our pro-
posal and N in directed diffusion. Each point is an average
of 100 simulation runs. In the figures, PROP-SPAN means
that our proposal is adopted, while PROP-FLOOD, that
is our former proposal, employs our proposed scheme but
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Figure 5: Number of relay nodes.

without SPAN. Instead, a request node use simple flooding
to disseminate a request message in PROP-FLOOD. We also
consider combination of directed diffusion with flooding
and SPAN as DD-FLOOD and DD-SPAN, respectively.

Figure 4(a) shows that both of variations of the proposal,
i.e. PROP-SPAN and PROP-FLOOQOD, keep the number of
active member nodes constant even if the number of request
nodes increases. Although not shown in the figure, the aver-
age number of active member nodes per application is one,
two, and three with § = 0.1, 1.1, and 2.1.

This implies that our proposal can share active mem-
ber nodes among applications without involving redundant
devices. In addition, we also observe that the same §; results
in the same number of active member nodes independently
of the number of applications, while different §; results in
the different number of active member nodes. When param-
eter §; is 0.1, the number of active member nodes stays 1.
If there is no active member node, the demand intensity s;
gradually increases. Consequently, the probability P(X; ; =
false — X; ; = true) in (2) becomes large at an idle member
node. Then some idle member nodes become active and the

demand intensity gradually decreases. At the beginning, the
number of active member nodes is more than one. How-
ever, an active member node eventually becomes idle with
probability p;. If all active member nodes change to idle
occasionally, the demand intensity increases again. Through
the course, threshold 6; ; is adjusted on each node. Conse-
quently there appears a node which has the smallest thresh-
old among all. As a result, the number of active member
nodes converges to 1. Similarly, when parameter J; are 1.1
and 2.1, the number of active member nodes per application
converges to 2 and 3, respectively.

In both of variations of directed diffusion, i.e. DD-
SPAN and DD-FLOOD, the number of active source nodes
is kept constant as shown in Figure 4(b). A sink selects
the pre-determined number N of source nodes based on
the algorithm explained in Section 5.2. Then, it sends
reinforcement messages to those nodes. By receiving a
reinforcement message, Rjqr increases and the priority of
the source node becomes higher. Consequently, a source
node selected by a sink node is likely to be selected by other
sink. As a result, the desired number of source nodes, which
are engaged in data reporting at the application-specific
rate, are well shared among applications.

Regarding relay nodes, Figure 5(a) shows that incor-
poration with SPAN results in the smaller number of relay
nodes than with flooding except for the case of § = 0.1
and the number of applications is 1. Being incorporated
with SPAN, messages traverses the forwarding backbone
between a request node and an active member node. Since
there is only one forwarding backbone in the network and
it is shared by nodes, a path between them is not necessary
the shortest. On the contrary, a message disseminated by
flooding follows the shortest path from a request node
to a member node. As a result, the average number of
relay nodes becomes larger with SPAN than with flooding,
whereas the difference is only 0.2. When there are two or
more applications or ¢ is set at a larger value to have two
or more active member nodes, the proposal results in the
smaller number of relay nodes. With flooding, in the worst
case scenario, there exist the same number of independent
and disjoint paths between all pairs of a request node and
an active member node. On the other hand, the forwarding
backbone is always shared among paths with SPAN. This
apparently contributes to reduction in the number of relay
nodes and the lifetime of a network can be prolonged. As
shown in Figure 5(b), directed diffusion also benefits from
SPAN. Comparing the proposal and directed diffusion,
the number of relay nodes is similar, since the number of
active member nodes and the number of active source nodes
are the same. For example, Figure 6 shows snapshots of
networks at the end of a simulation run. In the figure, the
number of request nodes is 5, § = 2.1 for our proposal and
N = 3 for directed diffusion. As shown in the figure, both of
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Figure 6: Snapshots of networks at the end of a simulation
run.

our proposal with SPAN and directed diffusion with SPAN
involve the minimum number of active source nodes and
relay nodes to satisfy five applications. On the other hand,
they involve more relay nodes and constructed networks
become more complex if they do not adopt SPAN.

From the above results, we can conclude that the
proposal can effectively share active member nodes and
relay nodes among applications and keep the number of
active member nodes constant independently of the number
of applications in the current simulation setting. Since
directed diffusion is a centralized protocol, where a sink
decides source nodes to reinforce with rule-based decision
making, it is not surprising that the number of nodes is
kept as intended. On the other hand, each member node
has the right to make a decision of device assignment in
our proposal. Nevertheless, a response threshold model-
based decision making algorithm brings results similar to
directed diffusion’s. That is, our proposal accomplishes
self-organizing device assignment which is as optimal as a
centralized and deterministic scheme.

5.5 Evaluation of robustness against parameter setting

We discuss advantages of the self-organization based
proposal over the deterministic and complicated rule-based
directed diffusion in regard to the robustness against errors
in parameter setting. In this Section, we assume that three
applications are operating in the area. Three nodes at
coordinates (0,0), (12.5,0), and (0,12.5) are their request
nodes as illustrated in Figure 3. The requested number N of
active source nodes per application is set at 1 and parameter
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Figure 7: Rubustness of our proposal against parameter
setting.

d; of the proposal is set at 0.1. To make nodes heterogeneous
in energy condition, the initial residual energy of each node
is set at random value ranging from 25% to 80%.

In general, a response threshold model is less sensitive
to parameter setting similarly to other bio-inspired mecha-
nisms [17]. To confirm this, we use the different parameter
setting, i.e. set B in Table 4, we changed m and n in (5)
from 3 to 6. With larger m and n, it prevents a member
node from becoming an active member node and getting
the sufficient number of active member nodes become diffi-
cult. To examine the robustness of a decision making algo-
rithm against parameter setting, we also change thresholds
Tshare and Toyergy from 0.5 t0 0.1 and 0.9, respectively. Since
Renergy ranges from 0.75 to 0.80 from the beginning of a
simulation run and Ry, is always equal to or larger than
(3 —2)/3 ~0.33. All source nodes have the same priority
of 4 in Table 3. That is, directed diffusion cannot take into
account the heterogeneity of nodes in device assignment.
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Simulation results averaged over 100 runs are depicted
in Figure 7. We considered 10 different schemes in the
experiments. “DD+FLOOD” and “DD+SPAN” without an
identifier of parameter setting corresponds to the original
directed diffusion without and with SPAN. In Figure 7(a),
the x-axis indicates schemes and the y-axis is the average
number of active member nodes or active source nodes at
20000s. In Figure 7(b), the y-axis indicates the averaged
ratio of residual energy of member nodes. Each cross show
an average ratio of residual energy of active member nodes.
The top and bottom of each bar indicates the maximum and
minimum ratios, respectively.

As shown in Figure 7(a), from a view point of the num-
ber of active member nodes, the change of parameter set-
ting does not have strong impact on our proposal. On the
contrary, directed diffusion suffers from an error and the
number of active source nodes increases. This is because,
all source nodes are categorized into one priority class. As
a result, DD+FLOOD(B) and DD+SPAN(B) become iden-
tical to DD+FLOOD and DD+SPAN, respectively, where
devices are not effectively shared among applications. In
appropriate threshold setting further results in the unbal-
anced energy consumption as shown in Figure 7(b). We also
observe that our proposal, independently of parameter set-
ting errors, can achieve the same level of energy saving as
the extended directed diffusion with appropriate thresholds.

From the above results, we can conclude that our self-
organizing device assignment is less sensitive to errors in
parameter setting and, as such, to operational conditions,
than directed diffusion, while achieving as efficient device
assignment as directed diffusion with appropriate parame-
ters does.

6 Conclusion and future work

In this paper, we proposed a self-organizing device
assignment mechanism for a multi-purpose WSAN. Results
of simulation support the proposal, but there still remains
room for further evaluation and improvement. When there
is actuator contention among two applications with the
same priority, our proposal first assigns an actuator to
one application and then to another application by being
stimulated by the increased demand intensity of the latter.
The frequency that a device is assigned depends on §;, i.e.
an increasing rate of demand intensity. In other words, ¢;
is another parameter with which an application can control
device assignment. We need to confirm this by conducting
additional experiments. We also need to evaluate the
scalability and adaptability of the proposal, which are
inherent characteristics of self-organizing systems.
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