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Preface

This thesis proposes high-accuracy attack detection schemes against diverse malware at-
tacks on websites. To prevent websites from being attached by malware, schemes to extract
characteristics from known attacks were researched. This paper discusses schemes that not
only detect malware files on servers based on the characteristics of anti-virus software, but
also detect malware attacks on networks based on the characteristics of intrusion detection
systems, intrusion prevention systems, and web application firewalls. However, the con-
ventional schemes cannot detect malware attacks with high probability because malware
attacks have been diversifying rapidly.

Generally, attackers force victims to download malware by using vulnerabilities in web
applications. Recently, detection of diverse attacks is necessary because the number of
web application vulnerabilities has been increasing. Additionally, to detect many kinds
of attacks, it is necessary to collect as many characteristics of known attacks as possible
because the information is used to determine whether each access to and from a website is
an attack. Furthermore, to achieve high-accuracy attack detection, cases in which a normal
access is detected as an attack, called a “false positive,” and in which an actual attack is
not detected, called a “false negative,” should be restricted.

Conventional schemes, deploy the characteristics of malware files and the characteristics
of HTTP request messages from attackers as characteristics of known attacks. However, the
variations of malware and variations of HTTP request messages for attacks are increasing

rapidly, making attack detection schemes all the more difficult.

Additionally, when conventional schemes extract characteristics from known attacks,
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they can only extract the characteristics from attacks that clearly led to illegal control of
the website. The conventional schemes cannot extract effective information from attacks
that did not cause illegal control but only attempted illegal control. As a result, conventional
schemes cannot extract a lot of information from attacks.

Finally, conventional schemes monitor and filter attacks without considering the at-
tacker’s behavior. To avoid being detected, attackers try to sense the monitoring and
filtering and change the characteristics of their attacks as they deem necessary. As a result,
attack detection ratios by the conventional schemes are decreasing.

To achieve detection of diverse attacks, the proposed schemes collect destination URLs
that attacked websites are forced to access, and they filter accesses from websites to the
URLs as blacklisted URLs. To extract a lot of information from attacks that do not lead to
illegal control, the proposed schemes convert the destination URLs of the attacks so as to
allow the attacks to succeed under our management. To achieve high accuracy, the proposed

schemes monitor and manage blacklisted URLs according to the attackers’ behaviors.
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Chapter 1

Introduction

The expansion of network technologies means that many kinds of important information
such as personal information and foundational information are now being transmitted over
the Internet. Consequently, the number of cyber-attacks, in which hackers try to obtain
information illegally or interfere with the provision of normal services, has been increas-
ing rapidly. Various approaches have been investigated as countermeasures against cyber-
attacks. These approaches include constructing virtual private networks and community
networks [1, 2, 3, 4, 5, 6, 7], and introducing measures to prevent attacks on the Internet.
This thesis examines the latter techniques since the majority of network users connect to

the Internet.

There are two types of attacks on the Internet. One type targets leakages of data by
humans or organizations, and the other targets vulnerabilities of networks and software.
Attacks in the former category include phishing [8, 9], which is an attack that attempts
to acquire personal information of Internet users by using fake websites constructed by
attackers, and spam mail [10, 11, 12], which is involves sending malicious e-mails to induce
the users receiving it to connect to illegal websites and advertising e-mails. Many methods
to solve these problems have been proposed, but these problems can best be solved by
improving the computer literacy of users. In contrast, the attacks in the latter group

cannot be solved only by improving user literacy because these attacks target vulnerabilities
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Chapter 1. Introduction

of networks and software that are not generated by users. This thesis examines the latter
attacks because technology is necessary to prevent such attacks.

There are two kinds of attacks that target vulnerabilities of networks and software. One
tries to gain illegal control and illegal usage of network routing, bandwidth, and sessions.
The other tries to gain illegal control and illegal usage of computer resources. In the former
attacks, for example, on layer 2 of the open systems interconnection (OSI) reference model,
ARP spoofing [13, 14, 15], which is an attempt to intercept user communication by register-
ing an attacker’s MAC address to an ARP cache table instead of the user’'s MAC address,
is known to occur. On layer 3, BGP man-in-the-middle attacks [16, 17, 18], which try to
control routing information by prepending a specific autonomous system (AS) number to
an IP address prefix that is more limited than a legal IP address prefix, are known to occur.
On layer 4, DSN cache poisoning [19, 20, 21], which tries to register an illegal IP address to
a domain name on a DNS cache server by generating and sending fake packets, which are
normally sent by a DNS root server, has been confirmed. In addition, on each layer, denial
of service (DOS) attacks [22, 23, 24], which are attempts to shout down services by forcing
victims to receive a lot of traffic or to process a lot of data, are a serious threat. Because
these attacks target network infrastructures, network carriers and Internet service providers
implement countermeasures that require them to spend financial and human resources on
operating and continually monitoring them, and also on developing support systems for
the countermeasures. Moreover, recently, the amount of software and its vulnerabilities has
been increasing rapidly, so managing these vulnerabilities is becoming more difficult. This
thesis discusses countermeasures for attacks due to software vulnerabilities.

Attacks that occur due to software vulnerabilities mainly targeted operating systems
(OSs) and middleware. However, recently, applications have become a primary target
because the number of applications and their vulnerabilities is increasing [25]. Therefore,
this thesis also focuses on attacks that occur due to application vulnerabilities. In addition,
the targets of attacks due to application vulnerabilities can be classified into user terminals
and servers. In many cases, servers accumulate much more important information than

each user terminal. Thus, this thesis considers server protection schemes against attacks

_9_



Chapter 1. Introduction

that are caused by application vulnerabilities.

Many Internet users now regularly send and receive information via web services such
as homepages, blogs, news sites, and social networks that are provided by websites. In
addition, many users construct their own websites and operate them by using the envi-
ronment prepared by service providers such as hosting service providers and cloud service
providers [26]. Website operators can construct websites easily without needing a high level
of software skill because various web applications that are necessary to construct websites
are now provided not only as paid software but also open source software (OSS). However,
many web applications contain vulnerabilities that are being exploited for mounting attacks
on websites [27]. These attacks come in various forms, such as structured query language
(SQL) injection [28] that aims to tamper with content and cross-site scripting (XSS) [29]
that mixes malicious script with valid script. Especially, a malicious software (malware)
attack can be called the root of attacks [30] because a website that has been attacked would
be freely manipulated by the attacker and used as a source terminal of new attacks [31]. In
this type of attack, a web application programmed to obtain and execute a designated file
is maliciously used to have that website download and execute malware. Security for an
individual website has been traditionally managed by the website’s operator, but in an en-
vironment in which websites take on the role of a service platform, as in a cloud computing
environment, a service provider must manage the security of a great number of websites.

Attacks on websites can be divided into two main types: targeted attacks and indis-
criminate attacks. The former attack a specific website after the attacker has investigated
the most suitable type of attack for that site, and the latter attack many websites using
a technique having a high probability of success against multiple websites. Targeted at-
tacks are likely to be mounted against websites of large enterprises where highly valuable
information is stored. Techniques for defending against them tend to require a financial in-
vestment, such as developing secure web applications [32] and deploying website managers.
Indiscriminate attacks are usually mounted to store a resource (steppingstone) that can
be used as a source terminal of attacks on other websites or general users. As such, they

target small and medium-sized business websites in the cloud. In this thesis, we focus on
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Figure 1.1: Attack procedure

indiscriminate attacks, which service providers are required to defend against.

Command injection [33] and remote file inclusion (RFI) [34] are effective techniques for

infecting websites with malware. An RFT attack consists of the following steps, as shown

in Fig. 1.1.

1.

The attacker prepares a malware download site for holding malware. A malware down-
load site is frequently an ordinary website being maliciously used by an attacker.In
Fig. 1.1, a host name of the malware download site is anomaly.net and the filename

of the malware is m.txt.

Using a search engine, the attacker finds a website with a vulnerable web application
and treats it as the target website. In Fig. 1.1, the host name of the target website is

WWW.eX.Com.

The attacker sends the target website an hypertext transfer protocol (HTTP) request

message that includes exploit code that can exploit the web application’s vulnerability
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so that the website will download malware from the malware download site. In
Fig. 1.1, the exploit code is vulne/login.php?dir, which shows the vulnerable program,

and http://anomaly.net/m.txt is the location of the malware.

4. The target website downloads and executes the malware from the malware download

site.

5. The target website sends an HTTP response message to the attacker.

The attacker can determine whether the attack was successful from the contents of the
HTTP response message and responses sent from the malware.

Attackers use botnets as attack sources. Recently, results of studies about anonymity [67,
68] are used by attackers. So it is difficult to detect not attack sources but attackers.

On the other hands, many ordinary websites are maliciously used by attackers as mal-
ware download sites. Because these sites may be listed in blacklists of security vendors for

filtering accesses to and from the sites, these sites are victim, too.






Chapter 2

Related Works

There are two solutions for protecting websites from these attacks. One is the design and
development of a website including web applications carried on the website. The other is the
correspondence of vulnerabilities discovered after development of the website. To achieve
the former solution, authentication design [35] and secure programming for websites [32]
have been proposed. However, service providers should protect user websites without using
these techniques because these techniques make it difficult to manage web applications for
which there are many users. Therefore, we surveyed the correspondence of vulnerabilities

discovered after development of a website.

To defend against attacks that infect websites with malware is to monitor access to web-
sites and to filter out any access whose feature information matches that of an attack. The
intrusion detection system (IDS), intrusion prevention system (IPS) and web application
firewall (WAF) use this method. This approach requires collecting as much information
about attack features as possible so that attacks can be detected with high accuracy. A
method that collects attack feature information by placing decoy systems called honeypots
on the Internet has been studied. As shown in Fig. 2.1, security vendors collect attacks on
the Internet by honeypots and analyze the attack features to generate signature information,
which is distributed to security appliances such as IPS, IDS and WAF. The security appli-

ances detect an access from an attacker whether the access feature matches the signature

7
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Figure 2.1: Attack prevention and collection

information. On the other hand, security vendors of anti-virus software generate pattern
file, which have information of the characteristics of malware files they have collected and
analyzed. In addition, anti-virus software, which is installed on websites, receives pattern
files from security vendors and detects malware by comparing the characteristics of received
files with the information written in the pattern files. Thus, to detect and filter attacks,

not only attack prevention schemes but also attack collection schemes are necessary.

2.1 Attack Prevention

To protect websites from malware infection, which is caused by abuse of web application
vulnerabilities, anti-virus software or security appliances can be used, as shown in Fig. 2.2.

Many security vendors have investigated a method for installing anti-virus software, and
several types of anti-virus software have been developed to protect servers from malware
infections [37]. In this solution, anti-virus software is installed on a server on which a

website is hosted. The anti-virus software detects malware files from received files by
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Figure 2.2: Server-based and network-based defenses

using two typical methods, a detection method using pattern files and a behavior blocking
method. If the anti-virus software detects malware by using pattern files, it monitors
received files and checks whether their characteristics are the same as known malware.
Thus, the anti-virus software can detect malware based on the similarity between received
files and known malware. Security vendors who provide anti-virus software collect malware
from the Internet by using honeypots. Additionally, they analyze the malware and generate
pattern files, which contain information about the characteristics of analyzed malware.
Furthermore, they distribute the pattern files to anti-virus software installed on servers.
When websites receive a file, the anti-virus software checks the characteristics of the file
and compares them with information written in the pattern files. If the characteristics are
the same with the information, the anti-virus software determines that the file is malware.
To detect as much malware as possible, security vendors should collect many malware files

by using many honeypots and analyze the malware files for pattern file generation. If
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2.1 Attack Prevention

the anti-virus software can use behavior blocking method, the anti-virus software monitors
file activities and prevents certain modifications to the operating system or related files.
The anti-virus software defines malicious activities not caused by legitimate software but
malware files by analyzing file activities of known malware files. For example, the anti-
virus software monitors accesses to important files, execution of suspicious processes and
commands, suspicious communication between external network, and huge usage of system
resources such as memory. With this method, anti-virus software can detect malware files
with characteristics not described in pattern files.

When anti-virus software using pattern files detects malware based on characteristics of
known malware already collected and analyzed by security vendors, the anti-virus software
should always update pattern files to avoid false negatives since new types of malware appear
constantly. However, recently, a huge amount of malware files are generated in a very short
time so it is difficult for security vendors to generate enough pattern files to prevent malware
infections with high probability. Furthermore, to avoid false positives, pattern files should
be generated from software used only for attacks. However, the characteristics of malware,
which may be determined as legitimate software according to users and usage aims, cannot
be described in the pattern files. For example, malware that sends server information to
other terminals become legitimate tools when website managers use them on their websites,
as shown in Fig. 2.3. In this case, it is difficult for security vendors to judge if these files
are malware. Therefore, they cannot describe the characteristics of a pattern file to prevent
false positives. As a result, anti-virus software may fail to detect certain types of malware.
Although security vendors can use a behavior blocking method to improve the detection
ratio of anti-virus software using pattern files, it is difficult to define malicious actions
because of the same reason. This situation may deteriorate the detection ratio. There is
therefore a need to monitor the network for attacks by using a network security appliance
such as an IDS, IPS or WAF.

To protect websites in service provider environments, service providers generally place
an WAF between the website and the external network. WAFs monitor HTTP accesses

to a user website and detect attacks according to the access patterns. In this case, there
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Figure 2.3: Design issue of anti-virus software

are two types of methods. One requires additional functions to be added to websites and
the other does not. In the former, for example, the WAF and the website attach an
identifier to forward packets between them [38]. These methods are used to detect attacks
by checking the validity of the transition of the identifier. These methods are effective if
each site manager protects his or her website individually. However, if service providers
protect a large number of their user websites using these methods, the operation cost
(time, labor, and money) is high as additional functions must be implemented for each
website. Therefore, we used methods that do not require additional functions to be added
to websites. These methods are classified by whether signatures are used or not. If operators
want to detect unknown attacks, a WAF may not detect by signatures but instead detect
the difference between a user access and regulated access patterns. In this case, an operator
who manages a WAF tries to configure regulated accesses, which are likely generated by
normal, or non-malicious, users, by each web application in advance as teaching data. If the
WAF detects accesses that are not similar to the teaching data, it determines the accesses

as those of an attacker [39, 40, 41]. These methods are effective for individually protecting
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specific websites from targeted attacks. However, they must collect teaching data, which
consist of information about regulated access patterns. In a service provider environment,
dynamically collecting and updating teaching data is difficult because there are various web
applications independently uploaded by each user in the environment. Therefore, we used
methods that use signatures.

In these methods, when a WAF monitor accesses user websites, it detects an attacker’s
accesses by detecting the similarity between the patterns of the accesses and signatures.
These signatures are generated by security vendors who collect and analyze known attack
information to reveal the exploit code [42]. To generate signatures, security vendors use
a technology that can discover new vulnerabilities by analyzing web applications [43] and
a technology that can collect and analyze attack information by using web honeypots.
The former is effective for environments that individually protect a specific website whose
web applications will be provided for analysis. However, a large variety of unknown web
applications will be deployed on many websites in service provider environments, so the
latter technology is suitable for service providers. When web honeypots are used, normal
HTTP accesses may be made to them. In addition, communication may be generated among
the malware, some of which may have already infected the web honeypots. Therefore,
security vendors should generate signatures by extracting exploit codes manually from

communication records that consist of many kinds of information.

2.2 Honeypot

Honeypots are computing resources where their value lies in the information they capture
while being probed, attacked or compromised. Many organizations research and develop
honeypots and collect attacks from the Internet [66].

There are two major types of honeypots [44], as shown in Fig. 2.4. One is a client
honeypot, which mimics vulnerable clients such as user terminals. This type of honeypot
collects attacks on clients. For example, it is used to find malicious websites that send

exploit codes to hack user terminals by abusing vulnerabilities of web browsers. On the
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other hand, a server honeypot, which mimics a vulnerable server, is used if it is necessary
to collect attacks on websites.

Web honeypots [45, 46, 47, 48, 49, 50], which collect attacks on websites by exploiting
the vulnerability of web applications, are classified as low interaction and high interaction.
Low-interaction web honeypots are designed to emulate websites hosting vulnerable web
applications. High-interaction web honeypots are composed of vulnerable systems, such
as decoy websites, which accommodate such actual applications and are actually attacked
through these applications, and surveillance functions. Low-interaction honeypots safely
collect attack information because the systems do not execute malware. However, the
attack information is limited because attackers cannot compromise these systems since the
attackers interact with just a simulation. On the other hand, it is difficult to manage high-
interaction honeypots because their systems temporally execute the malware, but these
honeypots can collect much more attack information than what low-interaction honeypots
can.

The Google hack honeypot [45], which can efficiently collect attacks only, and Glastopf [46]
and the Dshield web honeypot [47], which enhance fidelity for adapting to attackers, have

been studied as low-interaction web honeypots. The Google hack honeypot links from
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known websites, which have already appeared in Google search results, to a website emula-
tor, which records received traffic, so as not to be seen by humans. With this mechanism,
the Google hack honeypot can collect traffic automatically sent by tools based on the re-
sults of Google searches, not traffic from normal users. There is a high probability that
such traffic consists of attacks; therefore, the Google hack honeypot can efficiently collect
attacks. However, if a service provider wants to continually collect attacks to find new
attack information, it is necessary to enhance the fidelity of web honeypots for adapting to
attackers in order to become the target of attacks. To enhance fidelity, Glastopf extracts
URLs from HTTP request messages and obtains programs from those URLs. Glastopf
can collect files that may have been ordered to download by the received HTTP request
messages. In the Dshield web honeypot, operators can configure HTTP response messages,
each of which is sent according to the information of a received HTTP request message,
in advance. The Dshield web honeypot can send an HTTP response message, which is
configured for a special source IP address, such as a search engine crawler’s IP addresses,
known attacker’s IP addresses, or a destination web application program. Low-interaction
web honeypots, such as Glastopf and Dshield web honeypot, can emulate actual vulnerable
websites with high precision to enhance adaptability to attackers.

However, these low-interaction web honeypots cannot execute malware programs, so
it is impossible to generate perfect HT'TP response messages that reflect actions of web
applications and malware programs. In attacks on websites, exploit codes are described
in HTTP request messages, so attackers receive HT'TP response messages corresponding
to the HT'TP request messages they sent. Therefore, attackers know whether their target
is a low-interaction web honeypot by analyzing results of web application and malware
program operations, which are written in HTTP response messages. Of course malware,
such as a downloader, is not executed. Consequently, the web honeypot cannot collect
malware programs downloaded sequentially. Thus, if service providers want to continually
collect and analyze a large amount of attack information from not only simple but also
complex attacks, it is better to deploy high-interaction web honeypots.

A high-interaction web honeypot contains a decoy website that has vulnerable web
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applications installed. For example, in the high-interaction honeypot analysis tool [48],
programs, which record access logs, are inserted into web application programs in a decoy
website. The web honeypot can then record attacks, which are received by web application
programs, and actions resulting from the attacks. In other high-interaction web honeypots,
accesses, which result from HTTP request messages from the Internet to a decoy website,
are recorded. In such high-interaction web honeypots, an HT'TP response message resulting
from an HTTP request message from an attacker is generated by a vulnerable web applica-
tion program, which receives the attack. Therefore, these web honeypots can exhibit high
fidelity.

If a vulnerable web application program on a high-interaction web honeypot received an
attack from the Internet, the program downloads and executes a malware program by using
functions of the vulnerable web application program, which download and execute desig-
nated files. Moreover, if the malware program downloads additional malware programs,
such as a downloader, the high-interaction web honeypot downloads additional malware
programs from other malware download sites and executes them. Thus, when vulnera-
ble web application programs on the high-interaction web honeypot can receive attacks,
in other words, attacks to the web honeypot are successful, the web honeypot can collect

many malware programs and specify many malware download sites.
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Chapter 3

Requirements and Design Issues

for Website Protection Schemes

3.1 Requirements

To protect websites, on which many web applications are typically installed, from attacks,
service providers need to detect various types of attacks. To detect many attacks, service
providers should collect a lot of information about the characteristics of known attacks.
Furthermore, to detect attacks with high accuracy, the number of false positives, in which
normal information is recognized as malicious, and false negatives, in which malicious in-

formation is not recognized as malicious, should be restricted. Details are as follows.

3.1.1 Detection of Diverse Attack

Website managers select various applications for their websites. Many of these web applica-
tions have vulnerabilities that can be illegally exploited by attackers. However, the website
managers not only spend money and human resources on security but also require service
providers to provide security. It is difficult for service providers to confirm the construction
of each website and deploy countermeasures for each website because such an effort would

incur an enormous cost and require extensive human resources.

17 -



3.1 Requirements

Consequently, service providers should detect various attacks occurring in accesses to

and from all websites

3.1.2 Ability of Information Extraction

There are three types of attack detection schemes: signature detection, which identifies
accesses whose characteristics are the same as those of known attacks; anomaly detection,
which identifies unusual access frequencies and amounts of traffic; and behavior detection,
which identifies accesses whose patterns are similar to those of known attacks. For all
three schemes, it is necessary to collect some information to be used as a basis to determine
whether accesses to and from websites are normal accesses or attacks. The basis information
is generally extracted from known attacks collected from the Internet by web honeypots.
However, it is difficult to collect known attacks because the attack collection depends on
external requirements, for example, whether the attackers select the web honeypots as a
target, and whether search engines register the web honeypots as websites.

Therefore, service providers should extract a lot of information from attacks collected

by web honeypots.

3.1.3 Accuracy of Attack Detection

To carry out successful attacks, attackers try to avoid being detected so as not to be
identified as malware and have their attack characteristics collected and analyzed by service
providers and security vendors. A case in which an attack is not detected is called a “false
negative”. To avoid false negatives, service providers and security vendors may extract
accesses that contain elements that are similar to characteristics of known attacks. A case
in which a normal access is detected as an attack is called a “false positive”. False negatives

cause security incidents, and false positives lead to a decline in service quality.

As a result, service providers should establish high-accuracy attack detection schemes

that can reduce the number of both false negatives and false positives.
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Figure 3.1: Patterns of exploit codes

3.2 Design Issue for Diversity and Accuracy

Conventional schemes, which detect attacks by using signatures based on information col-
lected by web honeypots, cannot detect unknown attacks whose exploit codes have not yet

been analyzed.

As shown in Fig. 3.1, WAFs filter access to target websites by using signatures that
are generated based on exploit codes. These exploit codes are generated based on the
vulnerabilities of web applications. These vulnerabilities are continuously being discovered
by security vendors, attackers, developers, and others. Thus, the number of vulnerabilities,
indicated as V(t), increases constantly over time, ¢. In addition, attackers mix an exploit
code with meaningless codes that are disregarded by web application programs. In Fig. 3.1,
n=0 and n=0&a=0 are meaningless codes, which are located as parameters and values. The
number of meaningless codes, indicated as D(t), increases rapidly over time. Therefore,
the function S,(¢) showing the number of signatures that should be generated for a web

application is as follows.
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So(t) = V(1) D(t) (3.1)

Moreover, in service provider environments, the number of web applications used by
users, represented as N, (), fluctuates over time. The function S,(¢) showing the number

of signatures that should be generated for service provider environments is as follows.

N (t)

Sa(t) = D(t) 3_ Vi(t) (3.2)

i—1

Currently, N,(t) is increasing rapidly because of the wide spread of OSS, Web 2.0, and

cloud computing.

In contrast, the function Sg(¢) showing the number of signatures generated by security
venders uses «, which shows the number of signatures generated by a security vender per

time unit.

Ss(t) =at (3.3)

It currently takes at least two weeks to generate and update a signature [51], so a would

not be too large.

Consequently, the number of exploit codes that have not had signatures generated in

service provider environments, E(t), is as follows.

E(t) = Su(t) - S,(t) = D(t) Y Vi(t) — ot (3.4)

The S, (t) value is larger than that of S,(t), so E(t) increases according to the increase in
t. The value of ¢ is over ten years as attacks exploiting the vulnerabilities of web applications
on websites have been monitored for that long. Consequently, () increases rapidly. Thus,

there is a high possibility that conventional schemes cannot detect many of the attacks.
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Figure 3.2: Design issue of web honeypots

3.3 Design Issue for Information Extraction

The path structure of a decoy website is determined by the installer and version of the web
applications. As shown in Fig.3.2, however, automatic tools, with which many attacks on
websites are sent, have path lists, which are described in the destination URL of the attack,
made by tool makers or attackers in advance. Consequently, attacks may be likely to fail
because a path, in which a vulnerable web application program is located, and a path,
which is described in the destination URL of the attack, likely differ. When attacks fail,
it is difficult for the web honeypot to specify MDSs and collect malware programs. It goes
without saying that the web honeypot cannot specify additional malware programs and
MDSs from malware programs that are used in failed attacks and cannot launch further
network attacks. In addition, if an attack fails, an HTTP respounse message for the attack
is an error message such as “404 not found”. In this case, attackers may exclude the web

honeypot from target websites because it seems to attackers that the website, the web
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honeypot, does not have paths in which vulnerable web application programs are installed.

3.4 Approach toward These Issues

To meet the requirements for a website protection scheme, this thesis proposes and evaluates
a malware download site blacklisting scheme to detect diverse attacks in chapter 4. To
evaluate the proposed scheme and to reveal the limitations of conventional countermeasures,
detection ratios of the blacklisting scheme and those of anti-virus software are compared.
Additionally, in chapter 5, to maximize information that can be extracted from attacks,
this thesis proposes and evaluates web honeypots, which can collect attack information
such as malware download sites, attack sources, and malware. Furthermore, in chapter
6, to reduce the number of false negatives and false positives, this thesis proposes and
evaluates schemes for optimizing blacklist update frequency based on the behavior analysis

of malware attackers.
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Chapter 4

Detection of Diverse Attacks by
Provider-Provisioned Website

Protection Based on
Network-Based Blacklisting

Scheme

4.1 Network-Based Blacklisting Scheme

In conventional schemes, increase in S, (t) causes a bottleneck. Additionally, it is problem-
atic for conventional schemes that « of Ss(¢) is not large. Thus, increase in Ss(¢) (which
will improve «) and decrease in S, (t) are requirements for website protection schemes. To
reduce S, (1), it is necessary for website protection schemes to use information that is shared

among various attacks using different exploit codes.

To meet the requirements for provider-provisioned website protection schemes, we pro-

pose a scheme for detecting and filtering not the exploit codes but malware download
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requests from websites that receive exploit codes. In our proposed scheme, as shown in
Fig. 4.1, we filter accesses that have the destination URL of a malware download request
from a web honeypot to protect user websites. In Fig. 4.1, after a web honeypot received
malware named m.txt from http://anomaly.net , we filter HT'TP messages, whose destina-
tion URL is http://anomaly.net/m.txt, from user websites. In addition, service providers
filter accesses from websites to MDSs by using URL filtering technologies. Our scheme
focuses on the high possibility of attacks that do not use the same exploit code but share
the same MDS. Our scheme attempts to reduce S,(t). With our scheme, accesses from
web honeypots to MDSs are identified by dynamic analysis of the extracted communication
data on an HTTP request message to a web honeypot. By this process, to increase Ss(t),
our scheme extracts communication data that results from an exploit code and specifies the

URLs of MDSs automatically. A more detailed explanation of each process follows.

4.1.1 Protection using URLs of Malware Download Sites

The proposed scheme filters not HT'TP request messages in which exploit codes are written
but malware download request to MDSs. Our scheme identifies MDSs from the communica-
tion records of web honeypots. Therefore, many web honeypots should be located at various
URL domains and blocks of IP addresses to collect a large amount of information. In this

case, decrease in S,(t) is important because the number of web honeypots will increase.

4.1.2 Automated Analysis of Web Honeypots

To reduce S4(t), our scheme deploys a function for extracting communication data includ-
ing an exploit code from the communication data to each web honeypot. In addition, an
analyzing function, which extracts the URLs of MDSs from communication records, is im-
plemented. It is necessary for the former function to eliminate other communication records
of other exploit codes, such as malware and regulated accesses. In addition, it is necessary
for the latter function to analyze downloaded programs and determine whether they are

really malware. In our scheme, the extraction function is implemented in a web honeypot
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Figure 4.1: Proposed scheme

and the analyzing function is implemented as a web-attack analyzer. Our web honeypot
records all communication information created by an HTTP request message. In addition,
the web honeypot sends the recorded information to the web-attack analyzer if parameters
and values are described in a destination URL of an HTTP request message because there
is a high possibility that these messages are attacks. The web-attack analyzer confirms
whether malware are included in the recorded information by recreating the communica-
tion in a closed virtual network, and specifies MDS when the recorded information includes

malware. A more detailed explanation of these devices in the architecture follows.

Web Honeypot

In our scheme, a web honeypot is composed of a decoy website and a controller. A decoy
website carries many types of selected vulnerable web applications. Additionally, it is
constructed so as not to send download requests to an external network using standard
procedures. For instance, users cannot select all the web pages of a decoy website freely
using standard procedures. The controller is used as a reverse proxy server and is located

between the decoy website and an external network.
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Exploit codes are sent to websites as HTTP request messages. Thus, websites send
HTTP response messages after executing exploit codes and finishing malware downloads.
Our scheme focuses on this characteristic. The controller receives all the accesses between
the decoy website and an external network and records the contents before forwarding the
accesses. Moreover, as shown in Fig. 4.2(a), when the controller detects an HT'TP response
message from a decoy website, the controller reverts the decoy website to the website’s
state prior to receiving the HTTP request message because the decoy website may have
been infected by malware. The controller can do so because it has image files of the
decoy website and can overwrite the decoy website by using these image files. Finally, the
controller sends a communication record as attack record data to the web-attack analyzer
(Fig. 4.2(b)). This makes it possible to prevent the communication record of an exploit code
from mixing with the communication records of other malware, some of which may infect
the web honeypots through other exploit codes. In addition, the controller stops forwarding

other HTTP request messages to a decoy website while that decoy website is handling an
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HTTP request message (Fig. 4.2(c)). By this access control, it becomes possible to prevent
the communication record of one exploit code from mixing with communication records of
other exploit codes. Consequently, the controller can generate attack record data composed
of only the communication records of a specific exploit code.

There is a possibility that a decoy website will send attack traffic to the Internet because
it may be infected by malware and thus be controlled by attackers before reverting the
decoy website. From a security viewpoint, the controller should filter the attack traffic
from the decoy website. However, if filtering is detected by attackers, they may avoid the
decoy website. Therefore, it is necessary for attackers not to question that web honeypots
are decoy websites while filtering attack traffic from the decoy website. To satisfy this
requirement, when the controller receives attack traffic from a decoy website, the controller
not only filters the attack traffic but also generates a response message to the attack traffic
and sends it to the decoy website. For detecting attack traffic, the controller confirms any
similarity between received traffic and traffic patterns that may be sent by servers infected
with malware. This traffic pattern can be obtained using static or dynamic analysis [52, 53]
of conventional malware. Furthermore, the controller can generate a response message to
attack traffic using these static or dynamic analysis results and by using a conventional tool

such as Honeyd [54].

Web-Attack Analyzer

The web-attack analyzer consists of an emulator and a decoy website copy. The emulator
has an interface for countrolling the web honeypot. The decoy website copy counstructs a
closed virtual network with the emulator; In other words, the web-attack analyzer does not
have access to the Internet.

The emulator receives an attack record data from the web honeypot collector (Fig. 4.2(a)).
The emulator refers to the data and recreates an attacker’s accesses to a decoy website,
and these accesses are sent to the decoy website copy (Fig. 4.2(d)). The decoy website copy
then initiates a download request as if it were a decoy website. At this time, the emulator

generates a response to the download request and sends it to the decoy website copy by
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referring to the attack record data. Thus, the emulator recreates the download sequence
of the program. Incidentally, malware used to exploit websites attempt to confirm the
communication routes to the terminal of an attacker, such as backdoors. Therefore, after
sending the response to the download request, the emulator monitors whether the decoy
website sends traffic to the Internet (Fig. 4.2(e)). If the decoy website does so, the emulator
determines that the program is malware and that the destination of the download request
is an MDS. In addition, by using this result, the emulator generates a list that contains the
URLSs of MDSs. The list is composed of URLs and IP addresses, so it can be imported into
conventional access control devices as a filtering list. Thus, the web-attack analyzer extracts
information immediately for protecting websites through real-time reproduction of actual
attacks on web honeypots. Consequently, it is possible to detect MDSs instantaneously and

automatically.

4.2 Evaluation of Proposed and Conventional Website Pro-

tection Scheme

There are two requirements for protecting websites with high precision, reduction in the
amount of information needed for generating filter regulations, and reduction in the cal-
culation time for specifying filter regulations. Therefore, we first evaluate our proposed
scheme for the first requirement by connecting prototype web honeypots to the Internet to
collect and analyze attacks to websites. Furthermore, we evaluate our proposed scheme for

the second requirement by using prototype web honeypots and web-attack analyzers.

4.2.1 Prototype Systems and Experiment Environments

The experiment environment for evaluating the first requirement, which is met by our pro-
tection scheme using the URLs of MDS, is shown in Fig. 4.3. The experiment environment
for evaluating the second requirement, which is met by our automated analysis of web hon-
eypots, is shown in Fig. 4.4. The decoy websites carried web applications of OSS, which

were programmed using PHP. The web honeypots were implemented on a physical server by
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constructing a controller and a decoy website on virtual machines, which were constructed
using technologies such as VMware [55]. The web-attack analyzer was also implemented on
a physical server by constructing an emulator and a decoy web copy on virtual machines.
The specifications of the physical server and virtual machines are listed in Table 4.1. As
shown in Fig. 4.3, we connected a WAF to a router and forwarded the copied traffic, which
forwards to a decoy website, to the WAF. The signature of this WAF had been newly

updated.
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Table 4.1: Specifications of physical servers.

CPU 3.8GigaHz x 2

VMware VMware server 1.08

Memory 4GB (512MB for each virtual machine)
Disk space | 73GB (20GB for each virtual machine)

Table 4.2: Results of WAF'.

Total number of attacks | 867
Attacks detected 580
Detection ratio 67%

4.2.2 Evaluation of Protection Scheme

In this experiment, we analyzed the increase in information used for protecting attacks
with the conventional schemes and proposed scheme. We collected attacks on web honey-
pots from the Internet between January 30,2009 and Aprill, 2009 using the environment
depicted in Fig. 4.3. The number of attacks detected by WAF is listed in Table 4.2. In
addition, the numbers of exploit codes and MDSs are listed in Table 4.3. To reveal the
relationships between MDSs and web applications whose vulnerabilities greatly affect the
kinds of exploit codes generated, we investigated the probability that an MDS is used
by attacks that exploit the vulnerabilities of different web applications. The results are
listed in Table 4.4. Furthermore, to reveal the tendency of information used for protecting
against attacks, we investigated a time series of the accumulated numbers of exploit codes
and MDSs, as shown in Fig. 4.5. MDSs are generated by normal websites being abused.
Therefore, managers of normal websites may find and stop the abuse of their websites. As
a result, the number of websites from which malware can be downloaded may decrease. To
reveal the actual status of this, we investigated a time series of the number of websites from
which malware can be downloaded, as shown in Fig. 4.6.

A high probability that a WAF can detect only limited attacks is shown in Table 4.2.

First, it is necessary to clarify the factors of this result. Asshown in Table 4.3, the number of
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Table 4.3: Number of exploit codes and MDSs.

Total number of attacks 867
Number of unique exploit codes | 160
Number of unique MDSs 70

Table 4.4: Probability of sharing MDS.

Probability
Sharing multiple web applications 60%
Used only a web application 36%
Unknown 4%

exploit codes is larger than the number of MDSs. As shown in Fig. 4.5, there are two increase
patterns for the exploit codes. In the early stages of the experiment, the accumulated
numbers of exploit codes increases rapidly because almost all the major exploit codes that
are included in many attacks are monitored over a short term. After the early stages,
minor and new exploit codes may be monitored. At this stage, the increase in the latter
becomes nonlinear. To generate signatures for WAFs, it is necessary to clarify vulnerabilities
of programs and consider exploit as many patterns that correspond to vulnerabilities as
possible. Figure 4.5 reveals that there are many kinds of exploit codes and their number
increases rapidly. It will be difficult to generate signatures by analyzing these exploit codes.
In addition, in the case of WAFs, to generate signatures for all kinds of attacks, such as SQL
injection, analysts should extract traffic data from each kind of attack. After that, analysts,
for example, can obtain traffic data of malware distribution (Fig. 4.5). Thus, a large amount
of time and labor are required to generate signatures of WAFs for defending malware
distribution. On the other hand, as shown in Table 4.3, the number of MDSs is small.
Additionally, the increase in the number of MDSs becomes linear (Fig. 4.5). Furthermore,
the time series of the number of websites from which malware can be downloaded stabilizes
(Fig. 4.6). This shows that the number of URLs that should be filtered is constant. Finally,
more than half of the MDSs are used by attacks that each exploits the vulnerabilities of
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Figure 4.5: Accumulated numbers of exploit codes and MDSs

Table 4.5: Attacks data.

Kind of application | Malware
application_1 freezel.pl, freeze2.pl, freeze3.pl
application_2 echotest.php

different web applications, as shown in Table 4.4. This shows that an MDS is shared by
attacks, each of which uses different exploit codes. Moreover, the result shows that our
proposed scheme can generate filter regulation without installing all the web applications

of service providers.

4.2.3 Evaluation of Automatic Analysis System

In this experiment, we evaluated the calculation time for specifying filter regulation in the
environment shown in Fig. 4.4 using a decoy website that had two kinds of web applications.

First, we forced the decoy website to download Perl programs, which send data, using a
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command injection into web application_1, as shown in Table 4.5. To avoid abuse of this
information, the names and details of these applications are not made public. At this time,
we forced the decoy website (URL http://www.ex.com) to download Perl programs such as
freezel.pl from an MDS (URL http://anomaly.net) multiple times. In this experiment, the
number of downloads from web application_1 increased from one to three. Furthermore, we
evaluated the calculation time for the proposed scheme to specify the URL of the MDS by
inputting these attack data into a prototype of the web-attack analyzer. Next, we forced the
decoy website to download a PHP program, which sends data, using remote file inclusion
on web application_2. We tested each set of conditions five times. The calculation times for
analyzing MDSs are listed in Table 4.6. If vulnerable programs and traffic data of an attack
have been already known, the conventional signature-generation tool [56] can be deployed
for generating a signature based on the exploit codes of web applications, Php-post and
MyBulletinBoard. This tool requires more than 600 seconds to generate a signature. In

addition, WAFs are updated every two weeks, as discussed in chapter 3.

As shown in Table 4.6, conventional tools have the advantage that vulnerable programs
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Table 4.6: Results of second experiment.

Environments Times [seconds]
Kind of Number of
application | downloads | Min. | Ave. | Max.
application_1 1 21.73 | 23.61 | 24.34
application_1 2 37.35 | 38.92 | 40.17
application_1 3 54.62 | 56.50 | 58.57
application_2 1 25.08 | 25.48 | 25.97
Conventional tool 600
Conventional WAF 2 [weeks]

and traffic data of an attack are already known, the proposed scheme can be used to reduce
the calculation time taken by conventional schemes for analysis to 10%. It is difficult to
search vulnerable programs, and it requires a large amount of time and labor to collect
traffic data of attacks, as discussed in chapter 2, so the advantage of conventional tools is
large. In addition, the calculation time for analysis with the proposed scheme is propor-
tional to the number of downloaded malware. Moreover, the results of one download by
each of two applications are approximately equivalent, so the calculation time for analysis
does not depend on the web applications and their vulnerabilities. Thus, in the proposed
scheme, the calculation time for analysis will not increase exponentially, making it possi-
ble to instantly analyze attack information. In this experiment, all the results show that
http://anomaly.net/ is an MDS. Thus, the proposed scheme can be used to protect websites
economically because filtering a single URL can protect multiple web applications and their

vulnerabilities.

4.2.4 Discussion

As with conventional schemes, our scheme generates a filtering regulation from the attack
information on the web honeypot. Because of this, there is a small possibility that websites
are targeted by attackers before the web honeypots receive the attacks. To reduce this risk,

web honeypots are located at various URL domains and blocks of IP addresses. In addition,

34 -



Chapter 4. Provider-Provisioned Website Protection Based on Network-Based Blacklisting Scheme

the management server has a reputation function, which collects filter lists from all of an
attacker’s accesses, and analyzing functions, such as web-attack analyzers. It also uses the
filter lists for all the URL filtering functions. This server is located in service provider
environments. By using the server, the risk of attacks on websites can be reduced. It is
difficult for conventional schemes, in which filtering regulations are generated by manually
analyzing web honeypots, to distribute many web honeypots because of the rapid increase
in analysis costs. In contrast, the proposed scheme can distribute many web honeypots
economically because filter regulations are generated automatically.

In addition, from the URLs of MDSs, service providers detect websites that already have
access to MDSs by checking the access logs of the websites. By using this characteristic,
service providers can detect malware infections in websites before the websites generate
other cyber attacks.

The proposed scheme is not a means for constructing solid websites by spending a large
amount of time and labor but a means for strengthening the security of all websites in
service provider environments with high cost efficiency. Our scheme can detect and defend
against malware distribution to websites efficiently and effectively, but WAFs can detect
and defend against other kinds of attacks to websites, such as SQL injections and cross-site
scripting. Therefore, if the service provider wants to construct solid websites for premium
service, our scheme can be used with conventional technologies, such as a WAF, so that
the service provider can strengthen the security of each website according to user demand.

Thus, a service provider can provide various security services on the basis of cost.

4.3 Evaluation of Proposed Scheme and Anti-Virus Software

To quantitatively evaluate actual malware and communication opponents of malware in-
fections, we investigated the detection ratio of anti-virus software to malware distributed
to websites. The malware files are collected by web honeypots connected to the Internet.
Moreover, we investigated communication opponents on the web honeypots and evaluated

the blacklist-based filtering method using the communication information.
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Figure 4.7: Investigation environments
Table 4.7: Specifications of physical servers.
CPU 3.8GigaHz x 2
Virtual machine | VMware server 1.08
Memory At least 512MB for each virtual machine
Disk space At least 20GB for each virtual machine

In these evaluations, eleven web honeypots, which included a decoy website and a con-
troller, were deployed on a virtual machine of a physical server and located on two different
address blocks, as shown in Fig. 4.7. The specifications of the physical server and virtual
machines are listed in Table 4.7. Malware files were collected from the Internet between
September 8, 2009 and January 30, 2010. Decoy websites in the high-interaction web honey-
pots were registered on search engines on the Internet during this period to collect attacks,
as described in chapter 1. A total of 15 vulnerable web applications [57] were deployed.
These web applications had RFI and command injection vulnerabilities. Attacks that oc-

cur due to vulnerabilities of web applications depend not on the OS and middleware but

— 36 —



Chapter 4. Provider-Provisioned Website Protection Based on Network-Based Blacklisting Scheme

Table 4.8: Attack information collected by web honeypots

Total
Number of RFI attacks 4,621
Number of malware download sites | 2,666

Number of malware files 366

on the applications. In addition, many service providers deploy linux OSs for many users
because the OSs are free. Consequently, we used the environment shown in Fig. 4.7. We
used anti-virus software programs appropriate for linux servers.

The attack information collected by web honeypots in this investigation is listed in
Table 4.8. In this investigation, 4,621 attacks were collected. These attackers collectively
used 2,666 malware download sites. Additionally, 366 types of malware were identified

using the SHA1 value of malware files.

4.3.1 Evaluation of Detection by Anti-Virus Software

To evaluate the detection ratio of anti-virus software, we selected six types of anti-virus
software for server protection, which were developed by several security vendors [58]. These
anti-virus software programs can detect not only malware files but also spam emails and
accesses to malicious websites. In the evaluation, detection ratios of the anti-virus software
by using only malware files were investigated.

In the evaluation, as shown in Fig. 4.8, the detection ratio of malware collected by web
honeypots was checked on May 20, 2010 using six types of anti-virus software whose pattern
files were newly updated. This shows that security vendors were able to collect and analyze
many malware files from January 30 to May 20. This evaluation reveals the limitation of
the detection ratio of anti-virus software. Even though a behavior blocking method can
monitor actions caused by malware when the attack is successful, many attacks on websites
fail [59]. In order to generate all actions caused by malware and to check the actions by
using the behavior blocking method for evaluating the detection ratio, we sent malware files

to a dummy vulnerable web server, to which anti-virus software using a behavior blocking
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method was installed, by using RFI attacks, as shown in Fig. 4.9. The aim was to determine
the probability that websites on which anti-virus software is installed can be protected from
malware.
When each anti-virus software is shown by v(v = A, B,..., F), the detection ratio of
anti-virus software v, represented as A,, is as follows.
M,

Ay =7 (4.1)

Here, M, is the number of malware files detected by anti-virus software v, and T is the

number of malware files used in this evaluation.

In addition, we evaluated the number of anti-virus software programs that detected each
malware file. When the number of anti-virus software programs that detect an arbitrary
malware file is shown by i(i = 0, 1,2,...,6), the number of malware files, which are detected
by ¢ anti-virus software programs, can be shown by D;. Here, the ratio of the number of

anti-virus software programs that can detect each malware file, represented as P;, is as
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Table 4.9: Detection ratios of anti-virus software

Types of anti-virus software | Detection ratios [%]
Software_A (A4) 41
Software B (Ap) 57
Software_C (A¢) 34
Software_ D (Ap) 74
Software_ E (Ag) 38
Software F (Ap) 35
follows.
D.
P, = ?1 (4.2)

4.3.2 Results of Evaluation of Anti-Virus Software

The results of A, are listed in Table 4.9. All detection ratios were insufficient to protect
websites from malware infection. In particular, four types of anti-virus software were only
able to detect half of the malware files, even though security vendors collected and analyzed
many malware files from January 30 to May 20. As shown in Ap, software_D detected
approximately 74% of malware files. However, the other anti-virus software programs could
not detect many malware files, so Ap is a particular value that depends on this evaluation

environment.
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In addition, the results of F; are shown in Fig. 4.10. For example, two types of anti-virus
software detected approximately 12% of the malware, shown as P». As shown in the figure,
14% of the malware was undetectable by all the anti-virus software, whereas only 7% of
the malware was detectable by all of the software. In addition, when only one anti-virus
software program was used, it detected 16% of the malware. Generally, different anti-virus
software cannot be installed at the same time. Therefore, many malware files will not be

detected depending on the selected anti-virus software.

Thus, anti-virus software was able to detect only about half of the older malware, which
was collected several mounths before. These results show that anti-virus software cannot
detect a large amount of malware used to attack websites. To solve this problem, it is

necessary to monitor not only files but also traffic patterns, including malware infection
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routes, to detect malware.

4.3.3 Evaluation of Detection using Blacklist

Generally, it is difficult to evaluate detection ratios of blacklisting methods in actual sit-
uations because it is impossible to understand all attacks and all malicious information,
such as IP addresses of attack sources and malware download sites, in the actual situation.
To evaluate blacklisting methods, it is necessary to build up a hypothesis. For example,
cross validation checks were deployed [69, 70]. In the methods, collected data in the actual
situation was divided into two groups, one was treated as known data and the other was
treated as unknown data. Blacklisting methods were evaluated whether the unknown data

could be detected by using the known data.

Except for accesses generated by crawlers from search engines, it is highly probable
that a large number of accesses received by web honeypots are generated by attackers
because there is no reason for a normal user to access web honeypots. If there is a high
reappearance of access characteristics on web honeypots, such as IP addresses of attack
sources and malware download sites, the access characteristics may be useful for detecting
malware infection. Specifically, if the IP addresses of attack sources and malware download
sites, which are collected by web honeypots, are registered in our blacklist, we may be able
to detect many attacks by using the blacklist. To reveal an actual attack situation, we
evaluated the blacklist by using access data that were collected by web honeypots in our

evaluation environments.

We assumed that, with the blacklist, we cannot detect IP addresses that are used for the
first time, but we can detect IP addresses that are used repeatedly because the IP addresses
will have already been monitored by web honeypots. Thus, the detection ratio of attack
sources by the blacklist, represented as B, and the detection ratio of malware download
sites, represented as W, may be evaluated by the reappearance of the attack sources and

malware download sites.
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Table 4.10: Reappearance ratios

Total | IP addresses used | Detection
by attack only ratio
Number of 4,621 | 92 B =97.9%
attacks
Number of malware | 2,666 | 45 W =98.3%
download sites

98% of attack sources were
used repeatedly

98% of malware download
sites were used repeatedly
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Figure 4.11: Detection method by using traffic patterns

4.3.4 Results of the Evaluation of Blacklist

The results of the analysis are listed in Table 4.10. A total of 4,621 attacks were monitored
on the web honeypots, but there were only 92 attacks that had unique attacker source IP
addresses. This suggests that about 98% of attacks had the same attacker source IP address.

Furthermore, 2,666 attacks used malware download sites, but only 45 attacks used unique

malware download sites. This suggests

download sites used the same malware download site as other attacks. Thus, about 98% of

attack information reappeared.
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Table 4.11: Kinds of malware files

Type of Number of
malware malware files
Strings generator 110
Information investigator | 191
Downloader 2

Bot generator 63

Another useful method for detecting attacks is checking traffic patterns such as source
IP addresses of traffic to websites and destination IP addresses of traffic from websites, and
checking if these patterns are consistent with the traffic pattern between web honeypots
and an external network, as shown in Fig. 4.11. In fact, this detection method is enhanced
with our web honeypots, which were described in this chapter. Because our web honeypots
can execute downloaders and sequential attacks, they can collect much more information,
such as attacker source IP addresses and malware download sites, than conventional web

honeypots. As a result, the number of attacks detected with this method increased.

4.4 Discussion

4.4.1 Malware Characteristics and Detection Ratios

We describe here the four types of malware collected by our web honeypots, which are listed
in Table 4.11. An overview of malware that sends specific messages to an attacker is shown
in Fig. 4.12, and an overview of malware that collects server information and sends it to
an attacker is shown in Fig. 4.13. Furthermore, an overview of malware that downloads
other malware, such as a downloader, is shown in Fig. 4.14, and an overview of malware

that enables an attacker to control an infected server is shown in Fig. 4.15.

The first type of malware sends simple specific strings to an attacker. The attacker

knows whether the target website contains vulnerable web applications by confirming the
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existence of the strings in messages from the target website. By using this malware, at-
tackers can generate a target list, in which vulnerable websites are described, to distribute
more malicious malware with a higher success rate. It is difficult for security vendors to
judge whether software for generating simple strings is malware.

The second type of malware downloads and sends website information, such as the host
name, 1P address, OS, and kernel version, to an attacker by referring to the environment
of the website. Attackers can obtain information to hack a website by using this malware.
Anti-virus software cannot detect this type of malware since security vendors judge the
program to be legitimate because this kind of program may be used by website managers
in managing their website. For example, website managers generally update the OS and
kernel when a new version is released, and this kind of program is useful for that.

The third type of malware only downloads other malware. This malware forces a target
website to download pieces of a malicious program. Attackers try to conceal their intrusion

from security applications since this malware complicates the route of infection. Anti-virus
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software cannot detect this type of malware because security vendors judge software for
downloading other files to be legitimate.

The last type of malware is the most malicious. This malware makes a connection
or a backdoor for an attacker and allows him/her to control the server. Attackers can
illegally control a server as a bot by using this malware. Orders from the attacker are
sent via a command-and-control server, normally using IRC and HTTP. It may be difficult
for antivirus software to detect this type of malware because there are too many malware
varieties to make enough pattern files to detect all malware.

For example, attackers can set any strings on the first type of malware so it is impossible

for security vendors to generate pattern files for all malware. In an attack using the first
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type of malware, attackers can find out whether the target website has vulnerabilities.
As a result, if attackers program unknown malware by remodeling conventional malware,

attackers can force target websites to successfully download and execute the malware by

abusing the vulnerabilities, as shown in Fig. 4.16.

4.4.2 Logs of Web Honeypots and Detection Ratios

When traffic patterns of web honeypots are used for detecting malware infections on web-
sites, websites may receive new attacks before the web honeypots receive them. This risk

can be prevented by locating many web honeypots at many IP address blocks, locations,

and domains to receive attacks as quickly as possible.

Many attacks are generated by normal user terminals and websites already hacked by

attackers. Therefore, normal user traffic may have the same source IP address as attack
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traffic to websites because the user may use the same terminal as the attackers. In this
case, the proposed method of using traffic patterns generates false positives. To solve this
problem, a detection method for monitoring traffic patterns and the file characteristics
and monitoring whether the characteristics received by websites are the same as those of
files received by honeypots is effective. In service provider environments, a transparent
reverse proxy is useful for checking traffic between the Internet and websites. As shown
in Fig. 4.17, the reverse proxy is set on the boundary between the Internet and service
provider environments. In addition, the reverse proxy contains traffic data and malware
monitored by web honeypots. When the reverse proxy receives traffic between the Internet
and websites, it determines whether these traffic data and files are the same as the traffic
data and malware monitored by the web honeypots. Of course, the reverse proxy can contain
anti-virus software at the same time. Therefore, the reverse proxy can detect attacks to

websites with higher probability.
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Figure 4.18: Detection method by using log data

This detection method can be useful in detecting websites that have already been hacked
by attackers. Many attacks are generated by user terminals and websites infected by mal-
ware, so we can specify infected user terminals and websites by monitoring attack sources
and malware download sites. Additionally, it is highly probable that websites whose traffic
patterns in the log data are the same as those of web honeypots have already been attacked
and infected by malware. When service providers use high-interaction web honeypots, they
can obtain log data, such as syslog, from actual vulnerable web server systems in high-
interaction web honeypots. Therefore, it is easy for service providers to compare log data
of websites with log data of attacks received by web honeypots, as shown in Fig. 4.18. This
detection method is useful for detecting malware before and after infection.

To detect malware attacks on websites, this network-based detection method, which
monitors the patterns of traffic to websites, is more effective than terminal-based detec-

tion methods using anti-virus software installed on user terminals and websites. Network
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security appliances are useful in detecting traffic patterns. For example, service providers
can protect websites from the threat of malware according to the configurations of traffic

patterns as signatures of network appliances between web honeypots and the Internet.

4.5 Conclusions

We proposed a provider-provisioned website protection scheme that specifies MDSs using
web honeypots and filter accesses from websites to MDSs. The proposed scheme focuses
on the characteristics of websites accessing MDSs during an attack. The proposed scheme
can then deploy protection technology that filters accesses from websites to the MDSs. In
addition, it focuses on the specific characteristic of attacks on websites in which exploit codes
are executed as HT'TP requests. By this characteristic, the proposed scheme can construct
a web honeypot from which it is possible to extract the URLs of MDSs automatically.
Incidentally, it is necessary to use other scheme against the attacks, such as SQL injection,
that do not use MDSs. To correspond with this type of attack, the controller confirms
whether the contents of decoy websites are changed before and after an access by using a
tool such as a tripwire [60]. If there is a difference between the before and after content
of decoy websites, the controller extracts the source IP address from the access logs and
filters the access from the source IP address. By this, the proposed scheme can be used
to protect websites from attacks that do not use MDSs. It also can be used to protect
websites from not only attacks using websites as attack platforms but also attacks using
websites as MDSs. By protecting websites from such attacks, service providers can destroy
attack platforms. As a result, a service provider can protect not only websites but also user
terminals from malware infections. By using our proposed scheme, a service provider can
provide cost-effective and secure networking environments.

In addition, we evaluated and analyzed malware infection prevention methods for web-
sites by using web honeypots connected to the Internet. We investigated the detection ratio
of anti-virus software to malware distributed to web honeypots. The results show that it

is difficult to detect a large amount of malware by using antivirus software because the
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malware may be legitimate tools for users, such as websites managers, or usage aims such
as management software versions on websites. Our investigation also revealed that traffic
patterns of attackers appear repeatedly on web honeypots if they can automatically and
safely collect a large amount of attack information, like our web honeypots. Because of this
reappearance, our access filtering method for detecting malware infection by monitoring
the same traffic patterns with web honeypots is effective for detecting malware infections
on websites.

Service providers can use such a method to protect websites from malware infection

with high probability, allowing them to construct secure platforms for websites.
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Chapter 5

Enhanced Information Extraction
by Intelligent Web Honeypot

Based on URL Conversion Scheme

5.1 Intelligent Web Honeypot

To solve this problem, we propose a scheme in which an HT'TP forwarding function, which
has information of a path structure of a high-interaction web honeypot, is located between
the web honeypot and the Internet. The HTTP forwarding function has three key features,
a path analyzer, a cache table, and a conversion algorithm. The path analyzer checks
whether a path in a destination URL of an HT'TP request message from the Internet to the
web honeypot corresponds to the path structure of the web honeypot. If the path does not
correspond, the HTTP forwarding function converts the incorrect path to the correct path
on the web honeypot using the cache table and the conversion algorithm. The following is

a more detailed explanation of each key feature.
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Figure 5.1: Path analyzer

5.1.1 Path Analyzer

A path analyzer monitors a path in a destination URL of an HT'TP request message from the
Internet to a web honeypot. The function records the path structure of the web honeypot
in advance. The analyzer also checks a path in a destination URL of attacks and compares
the path with those in the web honeypot using the record date of the path structure. If
the path is found in the web honeypot, the HTTP forwarding function forwards the HTTP
data to the web honeypot, while maintaining the destination URL. For example, the path
in the destination URL corresponds to path_1, as shown in Fig. 5.1. In this case, the HTTP
forwarding function forwards this HT'TP data without URL conversion. On the other hand,

if there is no path found in the web honeypot, the HT'TP forwarding function attempts to

Web honeypot

convert the path in the destination URL to a correct path using a cache table.
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Figure 5.2: Cache table

5.1.2 Cache Table

The HTTP forwarding function has a cache table in which entries are composed of an
attack path, which is likely used by attackers, and a correct path in which a vulnerable web
application is installed.

The HTTP forwarding function looks up the incorrect path in the cache table. If this
function finds an entry in which the incorrect path is described, it converts the incorrect
path to a correct one, which is described in the entry, and forwards the HTTP data to
the web honeypot. For example, the path in the destination URL corresponds to entry_1,
as shown in Fig. 5.2. In this case, the HT'TP forwarding function converts the path in
the destination URL to the correct path described in entry_1. On the other hand, if the
function cannot find an entry, it attempts to convert the path in the destination URL using
the conversion algorithm described in the next section.

The operator sets the initial entries of the cache table using the analysis data of attack

tools and conventional attacks. In addition, the table is updated with additional entries
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Figure 5.3: Conversion algorithm

generated using the conversion algorithm described below.

5.1.3 Conversion Algorithm

The HTTP forwarding function records an algorithm for incorrect path conversion and
attempts to convert an incorrect path not described in the cache table. In our proposed
scheme, the HTTP forwarding function converts the incorrect path by determining the

correct path on the web honeypot from the similarity between lower paths. This algorithm

is explained

First, the HTTP forwarding function searches the same file name, which is described
in the incorrect path, from names of files on the web honeypot, which are described in the
path structure of the web honeypot. If the file name can be found, the HT'TP forwarding
function stops the conversion of the destination URL and forwards the HT'TP data to the
web honeypot. On the other hand, if the file name can be found and there is only one path

that has the same file name, the function converts the incorrect path to the correct path.
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At the same time, some paths may be found because files with the same name may exist on
a web honeypot, shown as path_2 and path_3 in Fig. 5.3. In this case, the HT'TP forwarding
function compares the directory names that house these files, shown as name_1 and name_2
in Fig. 5.3, with those that house the file of the incorrect path, path 2 in Fig. 5.3, and
selects the path that has the same directory name with the incorrect path. If we cannot
select one path from all the paths, which house the same file name with an incorrect path,

the function stops the conversion of the destination URL.

Thus, in our proposed scheme, the HT'TP forwarding function converts an incorrect path
of a destination URL to a path selected according to the similarity of the file and directory
names of a lower path. With this scheme, it is possible for attacks with incorrect paths,
which are likely to target web applications on a web honeypot, to succeed. Counsequently, a
vulnerable web application receives the attack and the result is transmitted to the attacker

by an HTTP response message, leading the attacker to believe the site has been infected.

5.2 Evaluation of Proposed Honeypot and Conventional Web
Honeypot

One of the main reasons to deploy high-interaction web honeypots is to allow attackers
to gain full access to systems and to allow them to launch further network attacks by
executing malware. By sending HTTP response messages or other types of traffic, which
are generated by executed malware, to attackers, the web honeypot can trick attackers into
recognizing the web honeypot as a vulnerable website. In addition, the web honeypot can
collect malware downloaded with a downloader, which is distributed using an exploit code
by attackers. In these cases, the attack success ratio is important because no malware is
downloaded and executed if attacks fail. To confirm the effect of our proposed schemes,
including the cache table and conversion algorithm, it is necessary to evaluate the attack
success ratio improved by these schemes. It is also better to evaluate the ratio by using

actual attack data from the Internet.
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Figure 5.4: Experimental environment

To evaluate the attack success ratio, we collected attack data from the Internet us-
ing high-interaction web honeypots. We also analyzed these data by static analysis and

evaluated the effectiveness of our proposed scheme.

5.2.1 Experimental Environment

The experimental environment for the evaluation is shown in Fig. 5.4. The decoy websites,
deployed as vulnerable websites in high-interaction web honeypots, carried linux OS and
open source web applications, which were programmed using PHP. The decoy websites and
surveillance functions were constructed on virtual machines, which were constructed using
software such as VMware [55]. We compared the proposed high-interaction web honeypots
with conventional high-interaction web honeypots, such as the high-interaction honeypot
analysis tool. We counted the number of naturally successful attacks on a decoy website
and successful attacks on a decoy website with the proposed scheme because the amount
of attack information collected by conventional high-interaction web honeypots depends on

the number of successful attacks on a decoy website on such honeypots.
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Table 5.1: Experimental results

Total Naturally Successful attacks with
attacks | successful attacks | proposed scheme
Number of attacks 1035 33 (3%) 526 (50%)
Different types of malware | 63 14 (22%) 45 (71%)

5.2.2 Results of Experiment

We collected attacks on web honeypots from the Internet between January 30, 2009 and
July 22, 2009 using the environment illustrated in Fig. 5.4. We analyzed RFI attacks on
three web applications installed on our high-interaction web honeypots, to evaluate our

proposed scheme.

The total number of attacks, naturally successful attacks and those using the proposed
scheme, are listed in Table 5.1. To evaluate whether the proposed scheme can collect much
more information that can be used to protect websites, the number of different types of
malware, whose information, such as information of malware download sites, can be used
to protect websites used in each attack is also listed. The type of malware is distinguished
by the SHA1 value of a malware file. In this evaluation, the number of attacks and the
different types of malware are manually searched. Furthermore, the types of malware, which
would be used in failed attacks, are counted by analyzing these failed attacks and manually
downloading the malware. As listed in Table 5.1, only 3% of the attacks were naturally
successful, and 22% of the malware was collected from these successful attacks. On the
other hand, about 50% of the attacks were successful with the proposed scheme, and 71%
of the malware was collected. Thus, web honeypots can increase the probability of malware

collection from 22% to 71% by path conversion of 47% of attacks with our proposed scheme.

Next, we analyzed the number of detections of each incorrect path. The number of
detections of each path, which were converted using the proposed scheme, is shown in
Fig. 5.5. Figure 5.6 shows the number of detections of each path that was not be converted

using the proposed scheme but was likely set for using a web application program installed
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Figure 5.6: Detections of each incorrect path that was not converted but set for using
applications on web honeypots

on the web honeypots. Moreover, the number of detections of each path that was likely
set for using a web application program not installed on the web honeypots, or whose
structure was too easy to convert, is shown in Fig. 5.6. As shown in Fig. 5.5, more than
half the paths were repeatedly detected. Therefore, a cache table was referred to frequently.
Additionally, the number of detections of each path in Fig. 5.6 was about 10% of the number
of detections of each path in Fig. 5.5. This suggests that our proposed scheme can convert
incorrect paths that are likely set for using web application programs installed on web

honeypots. Furthermore, as shown in Fig. 5.7, some attacks set paths that are related to
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web applications on web honeypots.

Finally, to investigate the usage of incorrect paths, which are described in failed attacks,

we analyzed the usage trend of the most frequently monitored path shown in Fig. 5.5. The

relationship between the number of usage times of the path and the number of IP addresses

of attackers who use the path is shown in Fig. 5.8. Furthermore, The relationship between

the use times of the path and the detection interval of attacks, in which the path is described,

is shown in Fig. 5.9. For example, as shown in Fig. 5.8, an attacker sent an attack, which

had the same path, 27 times. This figure shows that about 70% of attackers repeatedly

used this frequently used path. In addition, about 60% of attack intervals, in which the

— 59 —



5.2 Evaluation of Proposed Honeypot and Conventional Web Honeypot

Detection Interval of same path

1 I L I I
I 1 |

6 _; _______ pp—— 0O ~1min
5 |=ZZZZZi Ciimin~1h
4 e =t £=1h~1day
=
3 __.. B 1day~
) Borons
=
0 5 10 15 20 25

Number of detections

Figure 5.9: Detection interval of same path

path is described, were less than a minute. As shown in Fig. 5.9, for example, an attacker,
who sent an attack 27 times using this path, sent the next attack, which had the same path
as the previous attack, 21 times within a minute. This suggests that a path list, in which
target paths are described, may be shared among attackers. Attacks are also repeatedly
sent for a period of time. From these results, attacks are likely to be generated and sent

automatically using attack tools.

5.2.3 Discussion

As shown in Table 5.1, the proposed scheme enables about half of possible failed attacks,
which have an incorrect path, to succeed. In addition, the scheme can collect about 71%
of the malware, which shows that it can efficiently collect malware. On the other hand,
attacks whose incorrect path cannot be converted with the proposed scheme include those
whose paths are set for using web application programs not installed on web honeypots,
as shown in Fig. 5.7. These attacks may be automatically generated with attack tools, as

shown in Figs. 5.8 and 5.9.
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If all these attacks are successful with the proposed scheme, the behavior of web honey-
pots becomes forced and artificial. In this case, there is a possibility that attackers will be
able to detect our web honeypots as actual web honeypots. In other words, attackers will
not consider our web honeypots as target websites. From this point of view, the proposed
scheme is suitable because it converts incorrect paths resembling paths on web honeypots.
Moreover, as shown in Figs. 5.5 and 5.6, more than 90% of the attacks, of which each path is
not correct but likely set for using a web application program installed on a web honeypot,
were successful with the proposed scheme. Additionally, a cache table was used frequently.

Thus, the proposed scheme can convert incorrect paths effectively and efficiently.

Attacks on high-interaction web honeypots are successful due to the following. First,
if attackers used downloaders, which download other malware programs, high-interaction
web honeypots can monitor additional malware programs and malware download sites.

In addition, the honeypots can monitor sequential attacks, which send additional attacks
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according to the success of the first attack, as shown in Fig. 5.10. In these attacks, an
attacker first uses a malware program, which writes specific strings in HTTP response
messages. Such malware programs are used to confirm whether attacks are successful since
the programs can be used as new malware programs by changing the strings, even though
the programs are analyzed by security vendors to detect malware infection. If the attacker
can confirm the strings in the HT'TP response messages, the attacker sends another attack,
whose exploit code is the same as the first attack, to download another type of malware
program that controls the target website, high-interaction web honeypots in our proposed
scheme, as a bot. In an additional investigation, the sequential attacks were monitored, as
shown in Fig. 5.11. In these attacks, URLs of malware download sites, whose host names
were the same, were inputted as a value of parameter_C of the program located on path_B
of the high-interaction web honeypot whose host name was host_A. There are three types
of malware programs, file_X, file_Y, and file_Z. File X writes specific strings into HT'TP
respounse messages. File Y searches and sends information of the web honeypot such as host
name, [P address, OS, and kernel versions. File_Z controls the web honeypot. The attacks

were successful with our proposed scheme. As a result, some types of malware programs,
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such as those in Figs. 5.10 and 5.11, were used. With conventional web honeypots, it is
difficult to monitor sequential attacks because attackers do not send additional attacks
after a failed first attack. On the other hand, in our proposed scheme, the first attack can

succeed, so we can collect sequential attacks.

5.2.4 Conclusion

We proposed a scheme for improving attack information collection on high-interaction web
honeypots by converting the destination URLs of low-accuracy attacks.

In our proposed scheme, when a path described in destination URLs does not exist on
a web honeypot, the path is converted to a correct path on that honeypot by determining
the correct path that may be targeted by the attacker. We also showed the effectiveness of
a conversion algorithm, which determines a correct path from the similarity of the file and
directory names of a lower path.

From these results, about 50% of incorrect paths can be converted to correct paths with
the proposed scheme. Most of the remaining 50%, which cannot be converted with the
proposed scheme, are for web applications that were not installed on the web honeypots.
If attacks, which have these remaining paths, are forced to be successful, attackers may
conclude that the behavior of the website, which is a web honeypot in this case, is not
normal. Therefore, the attack success ratio of the proposed scheme is suitable.

By deploying the proposed scheme, we can improve the attack information collected
by high-interaction web honeypots. As a result, we can collect many types of attacks and
analyze them in detail, improving the quality and quantity of information useful for website

protection. This will enable service providers to construct secure website environments.
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Chapter 6

High-Accuracy Attack Detection
by Blacklist Update Scheme Based

on Behavior Analysis of Attackers

6.1 Issues with Network-Based Blacklisting Scheme

The malware located on a malware download site may eventually be removed by either the
attacker or the website manager and replaced with a different file [61]. Here, we define the
frequency corresponding to continuous placement of the same malware as the active period
of that malware download site. If malware has been removed and replaced by a normal file,
that malware download site, which is no longer in its active period, must be identified and
removed from the blacklist as a target of filtering prohibiting communications in order to
minimize the effects of such filtering on other services. However, as shown in Fig. 6.1, there
is also the possibility that a malware download site that has exceeded its active period will
be loaded with different malware file and maliciously used as a new malware download site.
In this case, communications with that site must continue to be prohibited.

Here, we describe four conditions that can occur when managing the URL of a malware

download site (Table 6.1). Given that the URL of a non-malware-download site is not
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Figure 6.1: Active period of malware download site

Table 6.1: Generated condition

Not on blacklist

On blacklist

malware download site

Site not used as a True negative False positive
malware download site
Site used as a False negative True positive

blacklisted (true negative (TN)), a false negative (FN) occurs if malware is placed on
that site. On the other hand, a true positive (TP) can occur if that site is subsequently
discovered to be a malware download site and its URL is blacklisted. Under this condition,
the malware placed at the URL of that malware download site may be removed and replaced
by another file. This action would generate a false positive (FP) in which access to that
URL is erroneously detected as part of an attack and filtered out. Here, we point out that
a malware download site may also be blacklisted in terms of its domain or IP address in

addition to its URL. This means that a false positive in which access to all services provided
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by that site is filtered out.

Since a service provider usually discovers that malware has been deleted from a certain
malware download site by being told this by users, and unblacklists the site’s URL, a false
positive exists during the time period from malware deletion to URL removal. One way to
solve this problem is to periodically send out a probe to obtain the malware on that malware
download site to confirm its presence there. However, the attacker sense the transmission
of this probe and move the malware to another site to create a new malware download site
and continue the attack [61]. In this case, the service provider will not be able to detect
that attack until the new malware download site is discovered by a honeypot, which will
have the effect of lowering the true positive rate.

To solve this problem, the service provider needs to send out a probe to the malware
download site at time intervals that prevent the attacker from sensing the probe: this will
minimize false positives rate and maximize true positives rate. The positive predictive value
(PPV) indicates the probability that a blacklisted URL is actually a malware download
site: a larger value is preferable.

TPR

PPV = ————— 1
v TPR+ FPR (6-1)

where T PR is the true positive rate and F'PR is the false positive rate.

6.2 Blacklist Monitoring Scheme

6.2.1 Design Issue of Conventional Monitoring Scheme

Malware on malware download sites may be deleted or replaced by attackers or website
managers whose websites are being used illegally by attackers. The period within which
a malware program is located on a malware download site is called the life cycle of the
malware download site in this work. If malware download sites whose life cycles have
finished (i.e., a malware program on a malware download site was deleted) remain in the

filtering list, the list becomes huge and increases the filtering load. In addition, if a malware
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Figure 6.2: Monitoring malware download site using conventional file monitoring schemes

program is deleted and a normal file is located on the same path by website managers or
legal users, accesses to the normal file are filtered, which may stop legitimate services. To
avoid these situations, it is necessary to identify malware download sites whose life cycles
have finished and remove the URLs of the malware download sites from the filtering list.
On the other hand, malware programs may be replaced with different malware programns,
and the malware download site may be used as a new malware download site. Therefore,
the URL of the malware download site should remain in the filtering list.

In spite of the lack of schemes to solve this problem, conventional file monitoring schemes
are applied to periodically monitor malware programs on malware download sites. In such
schemes, as shown in Fig. 6.2, when a web attack analyzer detects a malware download site,
the site monitoring system records the URL of the malware download site and a hash value
of the malware program downloaded from the malware download site. In addition, the

system downloads a file from the URL and calculates a hash value for the file to compare
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the calculated hash value with the recorded hash value. If the values are the same, this
indicates that a malware program has been located on the malware download site again
since its first download. Therefore, the URL of the malware download site should remain in
the filtering list. On the other hand, if the values are different, the service provider should
confirm whether the new file is malware. If the file is not malware, the URL of the malware
download site should be removed from the filtering list. Of course, if the site monitoring
system cannot download any file from the URL, the URL of the malware download site can
be removed since the malware may be removed. To deploy these conventional file monitoring
schemes, the service provider can confirm the life cycle of each malware download site to
some extent and update part of the filtering list according to the results of periodical
monitoring.

However, in these schemes, when hash values are different, it is necessary to analyze
the new file and confirm whether the file is malware. Generally, anti-virus software is
used to confirm this; however, the detection ratio of anti-virus software to malware on
websites is limited. To analyze malware programs on not websites but user terminals,
there is a conventional scheme that analyzes malware programs dynamically by running
them on a closed virtual Internet and monitoring their actions [53]. However, almost all
malware programs on websites are scripts and run by using programs of vulnerable web
applications. Therefore, it is difficult for the conventional dynamic analysis scheme to run
malware programs and monitor the actions dynamically without some additional ideas.
Consequently, engineers must manually analyze the new file, which increases labor costs.
Thus, with the conventional schemes, it is difficult to efficiently and automatically monitor

the life cycles of malware download sites.

6.2.2 Proposed Monitoring Scheme

In our proposed scheme, each HT'TP request of an attack from the Internet to web honeypots
is recorded, with the URL of the malware download site and the hash value of the malware

program downloaded from the malware download site, as an attack management list. As
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described in chapter 4, if an HT'TP request of an attack is recorded, a web attack analyzer
can replay the attack by using a new file to determine whether the file is malware. A site
monitoring system and a web attack analyzer can replay attacks again by using the HTTP
request of an attack and a copy of the decoy website, so dynamic analysis on a web attack
analyzer can be conducted. As a result, the site monitoring system can automatically
analyze the new file when hash values are different. The following is a more detailed
explanation.

In our proposed scheme, the site monitoring function consists of an attack management
list. When a web attack analyzer specifies the URL of a malware download site, the web
attack analyzer notifies the URL, the hash value of the malware program located on the
malware download site, and the exploit code, which is described in the HTTP request of
the attack, to the site monitoring system. The site monitoring system generates a new
entry in the attack management list from the notified information and sets the monitoring
interval for each entry, as shown in Fig. 6.3.

The site monitoring function downloads files from each malware download site according
to the interval described by each malware download site in the attack management list. If
the site monitoring system cannot download any files from a malware download site, it
deletes the entry of that site from the attack management list and removes the URL of
that site from the filtering list, which is located in the filtering function. If the system can
download a file from a malware download site, the system calculates the hash value of the
new file and compares it with the hash value described in the attack management list entry
in which the malware download site is described. If the values are the same, this indicates
that a malware program has been located on the malware download site again since its first
download, so the site monitoring system enters the next interval. On the other hand, if
the values are different, the system sends the new file and an exploit code, described in the
attack management list entry in which the malware download site is described, to a web
attack analyzer. The web attack analyzer sends the attack to a decoy website by using the
exploit code. In this case, the decoy website sends a file download request; therefore, the

web attack analyzer sends the new file to the decoy website as a file download response.
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Figure 6.3: Proposed scheme

After that, the web attack analyzer can confirm whether the file is malware by monitoring
the actions of the decoy website, and the web attack analyzer sends the analysis result to the
site monitoring system. If the file is not malicious, the site monitoring function deletes the
attack management list entry in which the malware download site is described and removes
the URL of that site from the filtering list in the filter function. On the other hand, if the
new file is malware, the system updates the hash value of the attack management list entry

in which the malware download site is described.

Thus, in the proposed scheme, exploit codes for malware infection are recorded to replay
attacks by using an exploit code and a new file. By using this scheme, a filtering service
on a cloud computing environment, on which a large number of websites are run, can be
provided automatically according to user demand by coupling a web honeypot, web attack

analyzer, and site monitoring system.
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Table 6.2: Results of first investigation

Number of sites that replaced Life cycle[days]
their malware program Min. | Ave. | Max.
64 0 17.6 | 212

6.2.3 Investigation and Analysis

Labor costs can be cut with our proposed scheme, which monitors life cycles of malware
download sites and automatically updates a filtering list. To evaluate its effectiveness, we
first investigated malware download sites, for which the proposed scheme is needed, by
developing a prototype system as part of the proposed scheme and connecting the system
to the Internet. We also investigated the life-cycle characteristics of malware download
sites.

In these investigations, 11 high-interaction web honeypots, on which a decoy website,
controller, and firewall were deployed on a virtual machine of a physical server, were located
on 2 different address blocks, and malware from the Internet between January 30, 2009 and

March 31, 2010 were collected.

6.2.4 First Investigation

Table 6.2 lists the number of malware download sites on which malware programs were
replaced and the life cycles of these sites. We confirmed life cycles every day. In addition,
the life cycles of malware download sites on which malware programs were located on March
31, 2010 were cut on that day.

In Table 6.2, a life cycle equaling 0 shows that a high-interaction web honeypot could not
download malware from a malware download site. This shows that attack timing of bots,
which generate many attacks to websites using automatic attack tools, sometimes does not
correspond to the life cycles of malware download sites. As shown in Table 6.2, there were
64 malware download sites on which malware programs were replaced. On some of these

sites, malware programs were replaced every day. This could be because attackers tried to
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Figure 6.4: Life cycles of malware download sites

conceal their malware programs and their attack platform, such as malware download sites,
from anti-virus software and security vendors. In this investigation, all malware programs
were replaced not with normal files but with other malware programs. The functions of
some of these malware programs were drastically changed. From these results, our proposed
scheme, which can dynamically analyze files by replaying attacks, is necessary to deal with

the change in malware functions.

6.2.5 Second Investigation

We investigated the life-cycle characteristics of malware download sites. To clarify and
design the monitoring interval, we first investigated the cumulative distribution function, as
shown in Fig. 6.4. Many malware download sites are generated by illegally using legitimate
websites. In these websites, there is a probability that malware will be deleted by anti-virus
software installed by website managers. Therefore, the life cycles of malware download sites

may depend on the install conditions and detection ratios of anti-virus software. To clarify
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Table 6.3: Relationships between life cycles of malware download sites and characteristics
of malware programs

Types of | Detection result of | Number of sites that replaced Life cycle [days]
malware | anti-virus software their malware program Min. | Ave. | Max.
Bot Not detected 64 0 17.3 | 212
generator Detected 0 9 40.5 | 197
Other Not detected 0 2 38.3 | 120

malware Detected 0 2 30.7 58

this, we investigated the relationship between the life cycles of malware download sites and
the characteristics of malware, especially whether anti-virus software can detect malware.
The results are listed in Table 6.3. We compared the life cycles of malware download sites
on which malware for generating bots is located with the life cycles of malware download
sites, on which malware for other aims, e.g., sending messages to attackers, sending server
information such as kernel version to attackers, and downloading other malware programs
such as a downloader, is located. In addition, each malware program was checked by anti-
virus software and distinguished according to the detection results.

The cumulative distribution function, as shown in Fig. 6.4, is extremely similar to
the cumulative distribution function of a normal web page [62]. This result shows that
the monitoring interval of malware download sites can be designed using algorithms for
determining the crawling interval of web page crawlers. Crawling systems can quickly
detect updated web pages by dynamically adjusting the crawling interval by each web page
according to the update frequency of each web page. Therefore, it is useful to adjust the
monitoring interval of malware download sites according to the change frequency of the
hash values of malware located on each malware download site.

As shown in Table 6.3, at malware download sites on which malware programs except
bot generators were located, only malware programs not detected by anti-virus software
were replaced. In this investigation, the life cycles of malware download sites on which
these malware programs are located are similar to those listed in Table 6.2. Therefore,

these malware download sites are the most common. On the other hand, at malware
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download sites on which bot generators are located, no malware programs were replaced.
In addition, the life cycles of malware download sites were longer than those listed in
Table 6.2 irrespective of the detection results from anti-virus software.

Thus, life cycles of malware download sites are not affected by the detection ratio of anti-
virus software and the type of malware program. Therefore, the results of our investigations

may not change according to the spread of anti-virus software to websites.

6.2.6 Discussion

In our investigations, no malware programs on malware download sites were replaced with
normal files. However, if a malware program is replaced with a normal file by website
managers or users, the filtering list should be quickly updated so as not to filter accesses
to the normal file. On the other hand, we confirmed that many malware programs are
replaced with other malware programs. This may be caused by attackers who want to
avoid detection by anti-virus software. Our proposed scheme is effective because it can
dynamically analyze a new file without the need for manual analysis.

The life cycles of malware download sites depend on the actions of attackers. For
example, attackers replace malicious websites, which enable malware infection of a user’s
terminal via the user’s web browser, in the short term to avoid malware detection by anti-
virus software. Therefore, attackers may change the life cycles of malware download sites
despite the life cycles of malware download sites recently being the same as those of normal
web pages. To correspond with these trends, investigation of statistical data of life cycles
is important. Additionally, interval learning functions, which can adjust the monitoring
interval for malware download sites according to the shift in the distribution characteristics

of life cycles, will be effective.

6.2.7 Conclusion

We proposed an automatic life-cycle monitoring scheme for malware download sites on

which malware is located. In addition, we reported the results of our investigation on the
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life cycles of malware download sites on the Internet.

In our proposed scheme, when a high-interaction web honeypot receive attacks from
the Internet, an exploit code and URLs of malware download sites and malware programs,
which are distributed by the attack, are recorded on a site monitoring system. In addition,
the site monitoring system attempts to periodically download a file from each malware
download site. If the hash value of the new file is different from that of the malware
program recorded on the site monitoring system, the system dynamically analyzes the file
and determines whether the file is malware by using the new file and the exploit code
recorded on the site monitoring systern.

From the results of our investigations on the Internet using our prototype system, we
identified malware download sites on which malware are frequently replaced. From this
investigation, we clarified the cost efficiencyof our proposed scheme. In addition, we con-
firmed that the life cycles of malware download sites are similar to those of normal web
pages. We also found that we can design the monitoring interval of malware download sites
by using an interval-determination method for web page crawlers. Furthermore, we showed
that the life cycles of malware download sites will not be affected by the spread of anti-virus
software.

Thus, our proposed scheme can improve the filtering of malware infection of websites
by automatically updating the filtering list. By using this scheme with a website protection
scheme, which filters accesses from websites to malware download sites, service providers
can provide security services to many websites on cloud computing environments, in which
many types of web services are provided. These security services can be provided according

to user demand or service specifications economically and efficiently.

6.3 Blacklist Update Scheme Based on Behavior Analysis of
Attackers

In this analysis, we consider an attacker preparing a bot (automated software tool, derived

from the word robot) to be used as a malware download site, i.e., a stepping-stone site for
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Figure 6.5: Analysis model

mounting attacks. We define states from the viewpoints of whether or not that bot is being
maliciously used as a malware download site and whether or not it is currently blacklisted.
We also specify transitions between such states through the behavior of the attacker and
that of the victim, i.e., the service provider. In addition, we define an evaluation index
in terms of the TPR, FPR, true negative rate (I'N R) and false negative rate (FNR) to
determine an optimal probe transmission period. Though an attacker may also use a bot to
transmit attack messages in an actual attack, a "bot” in this analysis model denotes only

one used as a malware download site.

6.3.1 Analysis Model

This analysis model consists of a single attacker A, a single victim V, and N bots By,Bs,
...,Bn as shown in Fig. 6.5.

We denote the bots used by attacker A as b= (B;) (1 <i < N) such that B; = 1 when
attacker A is using B; and B; = 0 otherwise, and we denote the blacklist of victim V as

Il =(l;)(1 <1 <) such that [; = 1 when B; is on the blacklist and I; = 0 otherwise.
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Next, we denote the probe transmission rate of victim V as . This means that victim
V sends a probe to bot B; at rate v when [; = 1, that is, when B; is on the blacklist.
Furthermore, when B; = 1, attacker A monitors the packets received by bot B; currently
being used in an attack and, if a probe is sensed, terminates the use of B;. The packets
received by B; consist of attack-related packets and probe-related packets, and if the number
of packets used in an attack is large, the probability of sensing a probe is low. We therefore
denote the probe sensing rate as f(c«,y), here, « is an attack rate.

Next, we denote the bot-termination detection rate of victim V as g(v). Here, given
that victim V has been sending out probes at rate vy to bot B; on the blacklist (I; = 1),
victim V detects at rate g(y) that an attack by B; has terminated, i.e., that B; is not being
used by the attacker (B; =0).

The following assumptions are made in this model.

1. Attacker A executes attacks on victim V at fixed attack rate a.

2. Attacker A terminates the use of bot B; for mounting an attack at fixed rate n [61]
and begins an attack using bot B;, which was not being used in an attack at that

time, at fixed rate (.

3. Victim V detects an attack by non-blacklisted bot B; at fixed detection rate g and
blacklists bot B;.

Blacklist-based defensive measures originating in the attack defense function might be
detected by the attacker; however, other studies of the defense function have shown that
this detection can be prevented with high probability, so this analysis assumes that this
kind of detection does not occur. Likewise, the attacker might detect that a service provider
is using a honeypot to detect attacks; however, other studies of web honeypots have shown
that this detection can be prevented, so this analysis also assumes that honeypot detection

by the attacker does not occur.
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6.3.2 Derivation of State Transition Rate

A system state can be expressed in terms of B; and [; and the state transition rate from
state (b,l) to state (b’',l") as A(b,l)(b',l')‘ Here, it is assumed that the occurrence of state

transitions follows a Poisson process.

First, we consider the state transition rate from state (b,l) to state (b’,l) (b # b’), that
is, the state transition rate for the case that attacker A adds or deletes a bot for use in an
attack. Since this analysis assumes that attacker A adds a bot for use in an attack at rate

¢, we get the following equation.

A(b,l)(b,,l) = (|b| = ZBZ = ZB; - 1) (6.2)

Furthermore, since attacker A terminates a bot being used in an attack at rate n, we

get

o'y =1 (bl = > Bi=> Bi+1) (6.3)

However, if a bot being used in an attack is on the blacklist (B; = I; = 1), attacker A
terminates the use of that bot not only at rate n but also when sensing the transmission of

a probe, which gives us

Mol = ") (6.4)
(Il = > Bi=) Bi+1,Bi=1l;=1)

Next, we consider the state transition rate from state (b,) to (b,l’) (I # l'), that is,
the state transition rate for the case that victim V updates the blacklist. Based on the

assumptions made in this analysis, a blacklist update occurs for no more than a single bot
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B; per unit time. Initially, we consider that victim V deletes bot B; from the blacklist.
Given that all bots are equivalent and that the rate at which victim V detects attack

termination from bot B; is g(7), we get

Conversely, we can consider the case that victim V places bot B; on the blacklist. Now,
given that all bots are equivalent and that the rate at which victim V detects an attack

from bot B; is vy, we get

Aoy =P @#FV,L=0l=B;=1) (6.6)

If none of the above transitions occurs, the system stays in the same state, so we get

Noppp = ¢ o bbE L bbbl (6.7)

(b £V, 1AT)

Here, we point out that the rate for all other state transitions is 0.

To further examine the state transition rate, we present in Fig. 6.6 part of a state
transition diagram focusing on bots B; and By as bot B; used for mounting attacks. First,
when B; = 0, that is, when B is not being used in an attack, the use of By (B; = 1)
begins at rate ¢, as shown by Eq. (6.2). Now, when By = 1 and [; = 0, that is, when B; is
being used in an attack but is not on the blacklist, victim V detects an attack from B; and
places B; on the blacklist (I; = 1) at rate S in accordance with Eq. (6.6). In addition, the
use of B is terminated (B; = 0) at rate 7, as shown by Eq. (6.3). However, when B; =1
and [; = 1, that is, when B; is being used in an attack and is on the blacklist, the state

transition that terminates the use of By occurs at rate n + f(«,y), as shown by Eq. (6.4).
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State: denoted as (B1, Bz, ..., I1, I2, ...)

Figure 6.6: Example of state transitions

Table 6.4: States of bots in Fig. 6.6

Bot B state | Bot By state
(0,0....,0,0,...) | TN TN
(1,0,...,0,0,...) | TN TN
(1,1,...,0,0,...) | FN FN
(0,0....,1,0,...) | FP TN
(1,0,...,1,0,...) | TP TN
(1,1,...,1,0,...) | TP FN
(0,0,...,1,1,...) | FP FP
(1,0,...,1,1,...) | TP FP

Furthermore, when By = 0 and [; = 1, that is, when Bjis not being used in an attack but
is on the blacklist, B is removed from the blacklist (I; = 0) at rate g(-y), as shown by Eq.
(6.5). In addition the state transition expressed by Eq. (6.7) occurs at each state.

The states of bots By and By for each of the system states shown in Fig. 6.6 are listed
in Table 6.4. The states of all bots are TP or TN whenever b = I, which is an optimal

system state.
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6.3.3 Numerical Examples and Derivation of Evaluation Index

Using the Markov chain for this analysis model, we compute TPR, TNR, FPR, and FNR
versus 7y by calculating the stationary distribution probability of each state. In this analysis,
we set parameters other than « and v on the basis of the results of surveying actual malware
attacks. First, given that the number of malware download sites used in an attack at any
one time is actually fixed [61], we set this number to 1. In this case, the termination of
bot B; currently being used in an attack and the commencement of an attack using newly

selected bot B;(i # j) occur simultaneously, which gives us

(=n (b|=>_Bi=> Bj=1) (6.8)

Moreover, since the rate of probe detection by the attacker drops as the number of

attacks increases, as described earlier, we get

(0]

flany) = 5 (6.9)

Furthermore, because the rate of terminated bot detection by the victim can be deter-

mined from the probe’s responses, we get

9(y) =~ (6.10)

Since, in this analysis, no differences arise among bots in terms of transition rate, we can
define PPV and the negative predictive value (NPV') by the following equations, where
the former is the probability that bot B; is a malware download site when B; is blacklisted
and the latter is the probability that bot B; is not blacklisted when B; is not a malware

download site. These can be treated as evaluation values.

S TPR
PPV = 11
v S TPR+ Y FPR (6.11)

ZTPR = 2 {(blyes|Bi=t=1} £(b,1)
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ZFPR = Z{(b,l)eS\Bi:ODlizl} P(b,1)

SSTNR
NPV = 12
v STNR+Y FNR (6.12)

ZTNR = Z{(b,l)eswi:zi:o} P(b,1)

> FNR= 2 (b byes|=ini=0y £(b:1)

Here, S denotes the set of all states and P(b,l) denotes the stationary distribution
probability of state (b,1).
We can also consider as an evaluation index the sum of stationary distribution proba-

bilities O, such that the states of all bots are either TP or TN.

Op = Z(b,l)eS\Bi:li P(b,1) (6.13)

To calculate v that maximizes PPV, NPV, and Op, we must monitor the total number
of bots N and number of attacks « used by the same malware download site and estimate

n and B. We describe a method for estimating 1 and g in the following subsection.

6.3.4 Parameter Estimation Based on Surveys of Actual Malware Attacks

To estimate i and beta from actual attack conditions, we set up seven our web honeypots [63]
on the Internet and collected attacks according to an attack-survey method [64]. We also
measured the active periods of malware download sites once a day. This survey ran from
October 1, 2011 to February 14, 2012, during which time we collected a total of 128,897
attacks and uncovered 97 malware download sites. The active periods of these malware
download sites are summarized in Table 6.5. We also found through this survey that
attacks using the same malware download site lasted for times ranging from about one

second to more than a month. The unit time for this analysis was therefore taken to be on
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Table 6.5: Results of surveying actual active period

Active period[days]
Min. | Ave. | Max.

Active period of a 1 15.8 | 124
malware download site

Attacker A HE

Malware
download site

Internet

Web Web
honeypot | | honeypot

Figure 6.7: Placement of periodic attacks

the order of a minute.

The active periods of malware download sites tend to follow an exponential distribu-
tion [64]. We can use the following equation to calculate from the average active period
the rate at which malware on a malware download site is moved to another site in units of

minutes.

n=1—¢ e = (.44 x 10+ (6.14)

In this survey, we uncovered two main attack patterns: intensive attacks lasting for an
interval of several seconds and attacks that reappeared after several days. As an example of
the latter, we observed attacks 3) and 9) from the same malware download site at the same

honeypot, as shown in Fig. 6.7. This observed result was thought to occur because the
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attacker was sending out attacks to attack targets on a regular basis in the order of attacks
1) through 9). In this survey, we found that attacks using the same malware download
site were received by the same honeypot at an average interval of 22 days. Assuming that
the attack arrival interval follows a Poisson process and denoting the number of honeypots
deployed by the service provider as x and the attack detection rate of each honeypot as y,

we can calculate 8 as follows.

1

T
g = Zyi = (1 — e Zx2ixe0)
i=1

= 032x107* x 2 (6.15)

Here, assuming that the number of honeypots is 100 [65] as targets of observations in a
survey of actual attacks on websites, we get 8 = 0.32 x 1072.

Though explained in more detail in section 6.4.2, we mention here that this method for
estimating 1 and £ is just one example and that other estimation methods may be used for

this analysis.

6.4 Results and Discussion

6.4.1 Results

Using 1 and S calculated from the results of our survey on actual malware attacks, we
performed an analysis to determine optimal v when varying the value of a. In that survey,
we observed a maximum of 10 attacks per minute, so in this analysis, we calculated an
optimal value for ~y for values of o from 1 to 10. We also calculated evaluation values when
increasing the number of bots to determine how the total number of bots may affect those
values.

In this analysis model, the state in which bot B; is being used as a malware download
site and no bots have yet been blacklisted is taken to be the initial state. State transitions

are repeated until each state arrives at a stationary distribution so that the stationary
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distribution probability of each state can be determined and PPV, NPV, and Op can be
calculated. PPV versus v for different values of a when N(numberofbots) = 3 is shown
in Fig. 6.8, where the horizontal axis is v and the vertical axis is PPV. NPV versus v
for different values of &« when N = 3 is shown in Fig. 6.9, where the horizontal axis is vy
and the vertical axis is NPV. Results for TPR, TNR, FPR, and FNR for « = 1 and 10
when N = 3 are shown in Figs. 6.10 and 6.11, respectively. The horizontal axes are v and
the vertical axes are the values of TPR, TNR, FPR, and FNR. Finally, O, versus -y for

different values of & when N = 3 is shown in Fig. 6.12, where the horizontal axis is v and
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the vertical axis is O).

As shown in Fig. 6.8, an optimal vy exists for PPV for each value of «, or to put it
another way, optimal v changes according to a. For a = 1, for example, this optimal
value is v = 0.05 x 1072, Thus, in minute units, the optimal probe transmission period is
0.05 x 10~2, which means that an optimal probe transmission period of 1.38 days. Similarly,
for o = 2, the optimal value is v = 0.01 x 107!, and for a = 3, it is v = 0.05 x 107!, In
short, an optimal «y exists for PPV. By contrast, NPV decreases monotonically versus v in

Fig. 6.9. We think that the reason for this is that, while NPV differs somewhat according
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to «, the rate of increase of FFNR versus y converges sooner than the rate of increase of
TNR, as shown in Figs. 6.10 and .6.11. This means that, for NPV, it is desirable for ~
to be minimum. In this case, however, false positives occur frequently, as also shown by
Figs. 6.10 and 6.11. Moreover, when focusing on only true positives and true negatives,
the stationary distribution probability O, of the optimal state in Fig. 6.12 features an
optimal 7, though different from PPV . As described in section 6.1, a service provider must
decide a probe-transmission period for a malware download site that maximizes TP while
lying in a range that prevents the attacker from sensing the probe thereby minimizing FP.
Based on the results of this analysis, we conclude that false positives can be minimized
and true positives maximized by considering the PPV evaluation value and calculating

in accordance with «.

Next, we calculate PPV and O, when increasing the number of bots in this analysis
model and examine how optimal v changes with respect to this increase. PPV versus v
for different values of @« when N = 7 is shown in Fig. 6.13, where the horizontal axis is vy
and the vertical axis is PPV. O, versus +y for different values of & when N = 7 is shown in

Fig. 6.14, where the horizontal axis is v and the vertical axis is O,.
Optimal v in Fig. 6.13 is different from that of Fig. 6.8, which tells us that the number

of bots holding the same malware must be observed by web honeypots and reflected in the
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Figure 6.14: O, versus v for various « (for N =7)

calculation of . In contrast to these results, optimal 7 in Fig. 6.14 is the same as that in

Fig. 6.12 and O, also shows little change.

The results of our analysis show that a probe transmission period that minimizes false
positives and maximizes true positives can be computed by observing the number of bots
holding the same malware and the attack transmission rate used by the same malware
download site and applying those observations to this analysis model. Thus, by using the
analysis, we can clarify the change in attack-detection accuracy, which is difficult to assess

solely by observing attacks, and to determine an optimal frequency for monitoring the
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activities of a malware download site.

6.4.2 Discussion

The method for estimating 1 and S presented in this paper is just one example - other
estimation methods may be used to perform the analysis described here. Specifically, we
can consider a method for estimating g that treats the active period as the time from
when the malware download site is first discovered to the time when it stops being used
for mounting attacks. Likewise, we can consider calculating 8 from the ratio of the number
of attacks received by some honeypots to the number of attacks observed at all honeypots
using, for example, a cross validation technique. An optimal probe period can still be
determined by applying 1 and beta estimated by these methods to the analysis method
introduced in this paper.

Some caution is required in collecting attacks by web honeypots and sending out probes
using a malware-download-site monitoring function [54, 66]. For example, honeypots must
be arranged so as to avoid discovery by attackers. Furthermore, an attacker may be mon-
itoring source IP addresses in packets received at the attacker’s malware download site,
so IP addresses should be changed after sending out probes. Constructing such a system
while taking these precautions should enable a service provider to achieve a blacklist-update
system that maximizes true positives while minimizing false positives. With this approach,
the service provider will be able to protect user websites from attacks with a high level of

accuracy.

6.5 Conclusion

In this paper, we modeled attacker and service-provider behaviors with respect to malware
download sites containing website-infecting malware and modeled state transitions with
respect to blacklisting malware download sites. We also analyzed these model with syn-
thetically generated attack patterns and measured attack patterns in an operation network.

This analysis enabled us to clarify the latent change in attack-detection accuracy, which is
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difficult to assess solely by observing attacks, and to determine an optimal frequency for
monitoring the activities of a malware download site.

In this analysis, we specified system states in terms of whether bots used by an attacker
for malicious purposes are currently being used as malware download sites and whether
those bots are currently blacklisted. We also specified a state transition rate taking into
account attacker behavior in sensing a probe transmitted by a service provider to monitor
a malware download site. Using a Markov chain for these state transitions and calculating
the stationary distribution probability of each state, we clarified the process by which false
positives and false negatives occur for malware detection and analyzed the relationship
between the probe transmission period and attack detection rate. Through this analysis,
we showed that it is possible to determine a probe transmission period that, while being
dependent on the number of bots, raises the attack detection rate while minimizing false
positives.

In this way, by analyzing malware-download-site activities while considering attacker
behavior when communications from websites to the malware download site are being fil-
tered out, one can create a blacklist-update system that raises the attack detection rate
while minimizing false positives. In other words, the proposed method enables a service
provider to construct a safe and secure website environment that can protect websites from
malware infection with high accuracy.

Topics for future research include realtime estimation of parameters so that this method
can be applied to actual systems and an approximation algorithm for handling an increase

in computational load resulting from an increased number of bots.
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Chapter 7

Conclusions

This thesis proposed and evaluates a malware download site blacklisting scheme to detect
diverse attacks in chapter 4. Additionally, in chapter 5, to maximize information that can
be extracted from attacks, this thesis proposed and evaluated web honeypots, which can
collect attack information such as malware download sites, attack sources, and malware.
Furthermore, in chapter 6, to reduce the number of false negatives and false positives, this
thesis proposed and evaluated schemes for optimizing blacklist update frequency based on

the behavior analysis of malware attackers.

At first, we proposed a provider-provisioned website protection scheme that specifies
MDSs using web honeypots and filter accesses from websites to MDSs. The proposed
scheme focuses on the characteristics of websites accessing MDSs during an attack. The
proposed scheme can then deploy protection technology that filters accesses from websites
to the MDSs. In addition, it focuses on the specific characteristic of attacks on websites in
which exploit codes are executed as HTTP requests. By this characteristic, the proposed
scheme can construct a web honeypot from which it is possible to extract the URLs of
MDSs automatically. Incidentally, it is necessary to use other scheme against the attacks,
such as SQL injection, that do not use MDSs. To correspond with this type of attack, the
controller confirms whether the contents of decoy websites are changed before and after an

access by using a tool such as a tripwire[60]. If there is a difference between the before
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and after content of decoy websites, the controller extracts the source IP address from
the access logs and filters the access from the source IP address. By this, the proposed
scheme can be used to protect websites from attacks that do not use MDSs. It also can
be used to protect websites from not only attacks using websites as attack platforms but
also attacks using websites as MDSs. By protecting websites from such attacks, service
providers can destroy attack platforms. As a result, a service provider can protect not
only websites but also user terminals from malware infections. By using our proposed
scheme, a service provider can provide cost-effective and secure networking environments.
In addition, we evaluated and analyzed malware infection prevention methods for websites
by using web honeypots connected to the Internet. We investigated the detection ratio
of anti-virus software to malware distributed to web honeypots. The results show that it
is difficult to detect a large amount of malware by using antivirus software because the
malware may be legitimate tools for users, such as websites managers, or usage aims such
as management software versions on websites. Our investigation also revealed that traffic
patterns of attackers appear repeatedly on web honeypots if they can automatically and
safely collect a large amount of attack information, like our web honeypots. Because of this
reappearance, our access filtering method for detecting malware infection by monitoring
the same traffic patterns with web honeypots is effective for detecting malware infections
on websites.

Additionally, in our intelligent web honeypot, when a path described in destination
URLs does not exist on a web honeypot, the path is converted to a correct path on that
honeypot by determining the correct path that may be targeted by the attacker. We also
showed the effectiveness of a conversion algorithm, which determines a correct path from
the similarity of the file and directory names of a lower path. From these results, about
50% of incorrect paths can be converted to correct paths with the proposed scheme. Most
of the remaining 50%, which cannot be converted with the proposed scheme, are for web
applications that were not installed on the web honeypots. If attacks, which have these
remaining paths, are forced to be successful, attackers may conclude that the behavior of

the website, which is a web honeypot in this case, is not normal. Therefore, the attack

— 94 —



Chapter 7. Conclusions

success ratio of the proposed scheme is suitable. By deploying the proposed scheme, we can
improve the attack information collected by high-interaction web honeypots. As a result,
we can collect many types of attacks and analyze them in detail, improving the quality and
quantity of information useful for website protection. This will enable service providers to
construct secure website environments.

Furthermore, in this thesis, we proposed an automatic life-cycle monitoring scheme
for malware download sites on which malware is located. Moreover, we modeled attacker
and service-provider behaviors with respect to malware download sites containing website-
infecting malware and modeled state transitions with respect to blacklisting malware down-
load sites. At first, we proposed an automatic life-cycle monitoring scheme for malware
download sites. In addition, we reported the results of our investigation on the life cycles of
malware download sites on the Internet. In our proposed scheme, when a high-interaction
web honeypot receive attacks from the Internet, an exploit code and URLs of malware
download sites and malware programs, which are distributed by the attack, are recorded
on a site monitoring system. In addition, the site monitoring system attempts to peri-
odically download a file from each malware download site. If the hash value of the new
file is different from that of the malware program recorded on the site monitoring system,
the system dynamically analyzes the file and determines whether the file is malware by
using the new file and the exploit code recorded on the site monitoring system. From the
results of our investigations on the Internet using our prototype system, we identified mal-
ware download sites on which malware are frequently replaced. From this investigation,
we clarified the cost efficiencyof our proposed scheme. In addition, we confirmed that the
life cycles of malware download sites are similar to those of normal web pages. We also
found that we can design the monitoring interval of malware download sites by using an
interval-determination method for web page crawlers. Furthermore, we showed that the life
cycles of malware download sites will not be affected by the spread of anti-virus software.
Thus, our proposed scheme can improve the filtering of malware infection of websites by
automatically updating the filtering list. By using this scheme with a website protection

scheme, which filters accesses from websites to malware download sites, service providers
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can provide security services to many websites on cloud computing environments, in which
many types of web services are provided. These security services can be provided according
to user demand or service specifications economically and efficiently. Next, we modeled
attacker and service-provider behaviors with respect to malware download sites containing
website-infecting malware and modeled state transitions with respect to blacklisting mal-
ware download sites. We also analyzed these model with synthetically generated attack
patterns and measured attack patterns in an operation network. This analysis enabled us
to clarify the latent change in attack-detection accuracy, which is difficult to assess solely
by observing attacks, and to determine an optimal frequency for monitoring the activi-
ties of a malware download site. In this analysis, we specified system states in terms of
whether bots used by an attacker for malicious purposes are currently being used as mal-
ware download sites and whether those bots are currently blacklisted. We also specified a
state transition rate taking into account attacker behavior in sensing a probe transmitted
by a service provider to monitor a malware download site. Using a Markov chain for these
state transitions and calculating the stationary distribution probability of each state, we
clarified the process by which false positives and false negatives occur for malware detection
and analyzed the relationship between the probe transmission period and attack detection
rate. Through this analysis, we showed that it is possible to determine a probe transmission
period that, while being dependent on the number of bots, raises the attack detection rate
while minimizing false positives. In this way, by analyzing malware-download-site activi-
ties while considering attacker behavior when communications from websites to the malware
download site are being filtered out, one can create a blacklist-update system that raises
the attack detection rate while minimizing false positives. In other words, the proposed
method enables a service provider to construct a safe and secure website environment that
can protect websites from malware infection with high accuracy.

Service providers can use such a method to protect websites from malware infection
with high probability, allowing them to construct secure platforms for websites.

In this thesis, schemes were evaluated by using attacks which were collected from the

Internet because many studies evaluate their methods by using attacks collected from the
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Internet[69][70]. On the other hands, it is difficult to evaluate effects in actual situation
accurately because it is impossible to understand all malicious information, such as exploit
codes and malware download sites. Assumption of the information and accurate evaluation

in actual situation are important and future topics.
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