Monitoring available bandwidth in overlay networks using local information exchange
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Abstract—Available bandwidth, along with latency and packet loss ratio, is an essential metric for efficient operation of overlay network applications. However, the measurement of available bandwidth requires a larger amount of probe traffic than other metrics. Furthermore, measurement conflict between paths with overlapping routes can seriously degrade measurement accuracy and cause a non-negligible increase in the network load. In this paper, we propose a distributed method for measuring available bandwidth in overlay networks that can reduce measurement conflicts while maintaining high measurement accuracy at low cost. The main idea is that neighboring overlay nodes exchange route information to detect overlapping paths and share the measurement results of overlapping paths to configure parameter settings for measuring available bandwidth. Simulation results indicate that the relative errors from measurements using the proposed method are only approximately 65% those of an existing method.

I. INTRODUCTION

Estimating available bandwidth is crucial for many overlay network applications, such as video on demand [1] and peer-assisted streaming [2]. However, measuring available bandwidth in overlay networks is generally expensive, not only because of the huge number of pairwise measurements but also because of the large traffic load of each measurement. In particular, for an overlay network that contains \( n \) overlay nodes, the number of pairwise measurements is \( O(n^2) \), which becomes unacceptably large in large-scale overlay networks. Furthermore, the traffic load of each measurement of available bandwidth is much larger than that of other metrics such as latency or packet loss rate. This is because latency and packet loss rate can be measured using lightweight tools such as ping, whereas measuring available bandwidth requires more complicated and costly mechanisms. For example, in the case of Pathload [3], which is one of the most accurate tools for measuring end-to-end available bandwidth, groups of packet streams are sent at various rates within a large range that contains the real value of available bandwidth. The measurement traffic load of Pathload is therefore very large, reaching up to 10 MB per measurement for a path with capacity of 100 Mbps [4]. However, most existing solutions [5]–[7] focus on decreasing the number of pairwise measurements rather than reducing the traffic load of each measurement.

Another measurement issue in overlay networks is measurement conflict, which degrades measurement accuracy. This problem occurs when measurements of overlapping paths are performed simultaneously. Previous studies have addressed this problem, and algorithms for avoiding concurrent measurements of overlapping paths have been proposed [8], [9]. Although measurement conflicts can be completely avoided by using these methods, the measurement frequency is small, thus leading to inaccurate measurement results [10]. Furthermore, concurrent measurements of overlapping paths do not always conflict depending on the mechanisms employed by the measurement tools. For example, in the case of Pathload, because the interval between two consecutive packet streams is set to a value much larger than the duration of sending a single packet stream [3], the probability of a conflict occurring is much smaller than that of non-conflict.

In this paper, we propose a distributed method for measuring available bandwidth that addresses both of the above problems: reducing the measurement traffic load and minimizing the effect of measurement conflicts. Unlike existing solutions [5]–[7], the approach we take focuses on decreasing the traffic load of each measurement. This approach not only reduces the total measurement traffic load but also helps mitigate measurement conflicts. The proposed method does not completely avoid concurrent measurements of overlapping paths like the solutions in [8], [9], but instead reduces the number of concurrent measurements while maintaining a high measurement frequency to improve measurement accuracy.

In our method, overlay nodes exchange route information in order to detect overlapping paths, as proposed in our previous study [10]. The measurement frequency and timing of each path are determined based on the overlapping state in order to reduce measurement conflicts. To obtain accurate measurement results, we adopt a mechanism similar to Pathload for measuring end-to-end available bandwidth. Measurement traffic load is reduced by having the overlay nodes exchange the measurement results of overlapping paths and then use this information for calculating the parameters for each measurement. We evaluate our method and compare it with a previous method [8] by simulations of both generated and real Internet topologies. The simulation results show that the relative errors in the measurement results of our method are only approximately 65% those of the method from [8].

The rest of this paper is organized as follows. Definitions related to overlay networks are presented in Section II. In Section III, we explain our method for reducing measurement conflicts and decreasing the traffic load of each measurement. We evaluate our method in Section IV and give the conclusions of this paper in Section V.

II. NETWORK MODEL AND DEFINITIONS

Consider an overlay network in which the overlay nodes are deployed on routers or end hosts. This kind of installation has been simplified by techniques such as network virtualization [11] and software defined networks [12]. Suppose that the network contains \( m \) end hosts or routers denoted \( R_i \) (\( i = 1, ..., m \)).
For simplicity, we refer to each end host or router as an underlay node. Suppose that $n$ ($n \leq m$) overlay nodes, denoted $O_i$ ($i = 1, ..., n$), are deployed on $n$ different underlay nodes. The density $\sigma$ of overlay nodes is defined as the ratio of overlay nodes to underlay nodes, that is, $\sigma = n/m$. Figure 1 shows an example of an overlay network. Gray arrows indicate overlay paths and black arrows indicate the underlay paths that correspond to the overlay paths. We assume the shortest path algorithm for routing in the underlay network and define $R_iR_j$ as the underlay path between underlay nodes $R_i$ and $R_j$, where $R_i$ is the source node and $R_j$ is the destination node of the path. If different paths $R_iR_j$ and $R_kR_l$ share at least one link, then $R_iR_j$ and $R_kR_l$ overlap and we say that $R_iR_j$ ($R_kR_l$) is an overlapping path of $R_iR_j$ ($R_kR_l$). We define a route from $R_i$ to $R_j$ as a sequence of underlay nodes that construct an underlay path from $R_i$ to $R_j$.

As in our previous work [10], we classify the overlapping paths into the following three types:

- **Complete overlapping**: One path completely includes another path. The path that includes the other path is called the longer path, and the included path is called the shorter path.
- **Half overlapping**: Two paths share a route from the source node to a router that is not an overlay node.
- **Partial overlapping**: Two paths share a route that does not include the source node.

For example, in Fig. 1, path $O_1O_j$ is a complete overlapping path of $O_1O_k$. Paths $O_1O_j$ and $O_2O_k$ have a half overlapping relation, and path $O_1O_j$ is a partial overlapping path of $O_2O_k$.

The available bandwidth of a path is defined as the maximum rate that the path can provide to a flow, without reducing the rate of the rest of the traffic in the path [3].

### III. Proposed method

#### A. Overview

Our solution is built in a completely distributed fashion in which each overlay node measures the paths starting from itself based on information obtained by exchanges with neighboring overlay nodes. The measurement procedure employed by each overlay node consists of the following three phases:

- **Detection phase of overlapping paths**
  The overlay nodes detect overlapping paths by using a previously described method [10].
- **Calculation phase of measurement timings**

  The frequencies and timings for measuring each of the paths are calculated based on the type of overlap.
- **Measurement phase**

  At each measurement timing, the overlay node calculates the parameters for the end-to-end measurement based on previous measurement results received from other nodes. The overlay node performs measurement using these parameters, and then sends the results and related information to the neighboring overlay nodes.

#### B. Detection phase of overlapping paths

We use an existing method [10] to detect complete, half, and partial overlapping paths in the overlay network. In particular, an arbitrary overlay node $O_i$ can detect complete and half overlapping paths of path $O_iO_j$ by issuing traceroute commands to all other nodes. To detect the partial overlapping paths of $O_iO_j$, $O_i$ first utilizes the overlapping status of the half overlapping paths to find the candidates of partial overlapping paths and then exchanges the routing information with the source nodes of the candidates to determine their overlapping states. For example, in Fig. 1, we infer that path $O_2O_1$ is a candidate of partial overlapping path of $O_1O_j$, because the length of the overlapping part of $O_1O_j$ and $O_2O_1$ is smaller than the length of the overlapping part of $O_1O_j$ and $O_1O_i$. $O_i$ then exchanges routing information with $O_j$ to confirm whether $O_2O_1$ is actually a partial overlapping path of $O_1O_j$.

Our simulation results indicate that our method can detect approximately 90% of partial overlapping paths with relatively small overhead [10].

#### C. Calculation phase of measurement timings

We propose a method for calculating the measurement timings of the paths that can reduce measurement conflicts while maintaining high frequencies to improve measurement accuracy. Our method utilizes the overlapping states of the paths.

For complete overlapping paths, we only measure the shorter path in order to avoid conflicts. The longer path is not directly measured, and instead the measurement result is based on the measurement results of contained shorter paths [10].

We explain the method for half and partial overlapping paths as follows. Consider path $O_iO_j$ that has half and partial overlapping paths (Fig. 2). We denote by $(G_{i,j} - 1)$ the number of half overlapping paths of $O_iO_j$ $(G_{i,j} \geq 1)$. For simplicity, we refer to $G_{i,j}$ as $G$. We refer to path $O_iO_j$ as path 1, and to each of the half overlapping paths as path $p$ $(2 \leq p \leq G)$. We then denote by $(K_p - 1)$ the number of partial overlapping paths of path $p$, with $1 \leq p \leq G$ and $K_p \geq 1$.

Overlay node $O_i$ can avoid measurement conflicts among the half overlapping paths 1, 2, ... $G$ simply by measuring them sequentially. Conflicts between the partial overlapping paths, however, cannot be avoided completely since the source nodes of the partial overlapping paths are different. We therefore propose a technique that combines sequential measurement for half overlapping paths and random measurement for partial overlapping paths. We set the time required to measure a single path to a predetermined parameter $r$. We assume that $O_i$ aggregates all of the measurement results of paths 1 to $G$ after a predetermined duration, which we call an aggregation period. The aggregation period is divided into $T$ $(T \geq 1)$ measurement time slots of length $r$. We denote by $h_p$ the
number of times the path \( p \) is measured within an aggregation period \( (h_p \leq T) \) and calculate \( h_p \) as follows.

Let us introduce \( \beta_p \) as a value that reflects the variability of the measurement results of path \( p \) during an aggregation period. Note that the method for determining \( \beta_p \) is beyond the scope of this paper. For example, \( \beta_p \) can be calculated based on the statistics of the measurement results or using an existing method [13]. We set the number of measurements \( h_p \) to be proportional to \( \beta_p \), among all paths, that is, \( h_1/\beta_1 = h_2/\beta_2 = \ldots = h_G/\beta_G \). To avoid measurement conflicts between half overlapping paths, the sum of the number of measurements should be less than or equal to \( T \): \( \sum_{p=1}^{G} h_p \leq T \).

This gives \( h_p \leq T\beta_p/(\sum_{i=1}^{G} \beta_i) \). To reduce measurement conflicts between path \( p \) and the \((K_p-1)\) partial overlapping paths, we set the number of measurements of path \( p \) to a value less than or equal to \( T/K_p \), that is, \( h_p \leq T/K_p \). In addition, we want to make the number of measurements as large as possible to obtain as many measurement results as possible. Accordingly, we set \( h_p = \min[T\beta_p/(\sum_{i=1}^{G} \beta_i), T/K_p] \).

Next, we propose Algorithm 1 for allocating the measurement timings of path \( p \) in an aggregation period such that the number of measurements of path \( p \) becomes \( h_p \). The main idea of the algorithm is to divide the \( T \) measurement time slots of an aggregation period into \( h_p \) groups, and then randomly choose one slot from each group to allocate to path \( p \).

### Algorithm 1 Method for allocating measurement timings

1. function Allocations()
2. for \( p = 1 \) to \( G \) do
3. Let \( c \) \((c \leq T)\) be the number of slots that have not been allocated to any path
4. Divide these \( c \) slots into \( h_p \) groups, so that each group contains \( c/h_p \) continuous slots
5. Randomly choose one slot from each group and allocate it to path \( p \)
6. end for
7. end function

### D. Measurement phase

1) Calculating parameters for available bandwidth measurement: To obtain accurate measurement results, we adopt a mechanism similar to Pathload for measuring the end-to-end available bandwidth. However, since the default settings for the parameters in each Pathload measurement result in very large measurement traffic load, we propose a statistical method for calculating these parameters in order to reduce the measurement traffic load.

We first need to understand why Pathload produces large measurement traffic load. Pathload relies on the fact that the one-way delays of a periodic packet stream show an increasing trend when the stream rate exceeds the available bandwidth. It begins with a large range \((R_{\text{min}}, R_{\text{max}})\) and uses a binary search algorithm to find the value of available bandwidth within this range. More specifically, at each iteration of a measurement, the source node sends a string of packet streams called a packet fleet at the rate \( R^* = (R_{\text{min}} + R_{\text{max}})/2 \) and checks whether there is an increasing trend in the one-way delays to judge if the real value of available bandwidth is larger or smaller than this rate. If the real value of available bandwidth is found to be larger than this rate then \( R_{\text{min}} \) is set to \( R^* \), otherwise \( R_{\text{max}} \) is set to \( R^* \) and the search procedure is repeated. Once the width of the search range \((R_{\text{min}}, R_{\text{max}})\) becomes smaller than some predefined threshold \( \omega \), the procedure stops and \((R_{\text{min}}, R_{\text{max}})\) is reported as the measurement result. It is obvious that the traffic load of each measurement depends on the width of the initial search range. Since the initial value of \( R_{\text{min}} \) is set to 0 and the initial value of \( R_{\text{max}} \) is set to some large value, for example the capacity of the path, the measurement traffic load is very large [4].

In our method, overlay nodes exchange measurement results of overlapping paths and related information in order to calculate a narrower search range \((R_{\text{min}}, R_{\text{max}})\) that is closer to the actual value of available bandwidth, with the aim to reduce the traffic load of each measurement. We rely on the observation that when the tight links of two overlapping paths are in the overlapping part, the measurement result of one path can be used as the measurement result of the other.

More specifically, let us consider a path \( O_iO_j \). We first assume that path \( O_iO_j \) has \( K \) partial overlapping paths (\( K \geq 1 \)) denoted \( O_{s_i}O_{s_j} \) \((1 \leq s \leq K)\). \( O_i \) receives the following information from each \( O_{s_i} \) \((1 \leq s \leq K)\):

1) The measurement result of \( O_{s_i}O_{s_j} \)
2) The probability that the tight link of \( O_{s_i}O_{s_j} \) belongs to the overlapping part of \( O_iO_j \) and \( O_sO_v \) denoted as \( \Phi_{O_{s_i}O_{s_j}O_{s_v}} \).

We calculate \( \Phi_{O_sO_v} \) as follows by using an existing method [13]:

\[
\Phi_{O_sO_v} = \frac{\text{Latency}(\text{Overlap}(O_iO_j, O_sO_v))}{\text{Latency}(O_sO_v)},
\]

where \( \text{Overlap}(O_iO_j, O_sO_v) \) is the overlapping part of paths \( O_iO_j \) and \( O_sO_v \).

After receiving the above data, \( O_i \) also estimates \( \Phi_{O_{s_i}O_{s_j}O_{s_v}} \), which is the probability that the tight link of \( O_iO_j \) belongs to the overlapping part of \( O_iO_j \) and \( O_{s_i}O_{s_j} \). It then calculates \( \alpha_s = \Phi_{O_{s_i}O_{s_j}O_{s_v}} \Phi_{O_{s_i}O_{s_j}O_{s_v}} \), which is the probability that the tight links of \( O_iO_j \) and \( O_{s_i}O_{s_j} \) belong to the overlapping part of \( O_iO_j \) and \( O_{s_i}O_{s_j} \). This means that \( \alpha_s \) is the probability that the measurement results of \( O_iO_j \) and \( O_{s_i}O_{s_j} \) are equal.

\( O_i \) stores the results of its own measurements as well as the information received from other nodes. This stored data is used to calculate \( R_{\text{min}} \) and \( R_{\text{max}} \), and are discarded when it is determined that the data are no longer useful for the calculation.
We assume that at some measurement timing \( t \), \( O_i \) has stored \( G \) measurement results of \( O_iO_j \) and its half and partial overlapping paths, which we denote as \((A^i_1, A^i_2), (A^i_2, A^i_3), \ldots, (A^i_G, A^i_{G+1})\). We then denote by \( \alpha_1, \alpha_2, \ldots, \alpha_G \) the probabilities that each of the corresponding results equals the measurement results of \( O_iO_j \). Note that \( \alpha_s (1 \leq s \leq G) \) corresponding to the measurement result of \( O_iO_j \) is set to 1.

We calculate the lower bound of the 95% confidence interval of \( A^i_s \) (1 \( \leq s \leq G \)), denoted \( S^i_L \), and the upper bound of the 95% confidence interval of \( A^i_u \) (1 \( \leq s \leq G \)), denoted \( S^i_U \), as follows:

\[
S^i_L = \bar{A}_L - 1.96 \sqrt{\frac{V_0}{G}} , \quad S^i_U = \bar{A}_U + 1.96 \sqrt{\frac{V_0}{G}} .
\]  

(2)

Here, \( \bar{A}_L, V_L, \bar{A}_U, \) and \( V_U \) are the weighted means and variances, calculated as follows:

\[
\bar{A}_L = \sum_{i=1}^{G} \beta_s A^i_L , \quad V_L = \sum_{i=1}^{G} \beta_s A^i_L^2 - \bar{A}_L^2 ,
\]

\[
\bar{A}_U = \sum_{i=1}^{G} \beta_s A^i_U , \quad V_U = \sum_{i=1}^{G} \beta_s A^i_U^2 - \bar{A}_U^2 ,
\]

(3)

where \( \beta_s = \alpha_s / \sum_{i=1}^{G} \alpha_i \) (1 \( \leq s \leq G \)) is the weight of result \((A^i_1, A^i_2)\).

We infer that the real value of the available bandwidth is either near or within the range \((S^i_L, S^i_U)\) and set \( R_{\text{min}} = S^i_L \) and \( R_{\text{max}} = S^i_U \).

2) Performing measurement: Since we are not sure whether the real value of available bandwidth is actually within the range \((S^i_L, S^i_U)\), \( O_i \) first sends probing packet streams at rates of \( S^i_L \) and \( S^i_U \) to determine if the real value is between \( S^i_L \) and \( S^i_U \) based on the presence of an increasing trend in one-way delays. If the real value of available bandwidth is not between \( S^i_L \) and \( S^i_U \), we infer that it has changed greatly and discard the stored measurement results because that data has become unreliable. We also infer that the real value exists outside but near the range \((S^i_L, S^i_U)\). We then choose a new search range that neighbors the range \((S^i_L, S^i_U)\) and check whether the real value of available bandwidth is in this new range. This procedure is repeated until we find a search range that includes the real value of available bandwidth. We then apply an algorithm that is similar to Pathload to search for the real value of available bandwidth.

In Pathload, the search procedure stops when the width of the search range is smaller than the threshold \( \omega \). In the proposed method, we add another termination condition to the search procedure, which is to stop if the time taken by the measurement exceeds \( \tau \).

The details of our method are shown in Algorithm 2. \( C^0_{O_iO_j} \) is the capacity of the first IP link of path \( O_iO_j \). The procedure \( \text{RuntimeLimitedPathload} \) is the a search procedure based on Pathload with limited search time.

After \( O_i \) has measured \( O_iO_j \), it sends the result and probabilities \( \Phi_{O_iO_jO_iO_j} \) to nodes \( O_k \) (1 \( \leq s \leq K \)).

Assume that during an aggregation period, \( O_i \) obtained \( F \) measurement results of \( O_iO_j \), denoted as \((A^i_1, A^i_2), (A^i_2, A^i_3), \ldots, (A^i_F, A^i_{F+1})\). The measurement result of \( O_iO_j \) at that aggregation period is calculated by Eq. (4):

\[
A_{\text{meas}} = \frac{1}{F} \sum_{j=1}^{F} \frac{A^i_j + A^i_{j+1}}{2} .
\]

(4)

Algorithm 2 Measurement algorithm for path \( O_iO_j \)

1: function MeasureOnePath()
2: // Initialize
3: \( R_{\text{min}} \leftarrow S^i_L \)
4: \( R_{\text{max}} \leftarrow S^i_U \)
5: upper\_found \( \leftarrow 0 \)
6: lower\_found \( \leftarrow 0 \)
7: meas\_time \( \leftarrow \tau \)
8: 9: // Find the range \( (R_{\text{min}}, R_{\text{max}}) \) that contains available bandwidth
10: while \((\text{upper\_found} = 0 \&\& \text{lower\_found} = 0) \&\& \text{meas\_time} > 0\) do
11: \( \text{if} \text{ upper\_found} = 0 \text{ then}\)
12: \( \text{Send a packet fleet at rate } R_{\max} \)
13: \( \text{ Subtract the time taken to send the packet fleet from meas\_time}\)
14: \( \text{ if increasing trend then}\)
15: \( \text{ upper\_found} \leftarrow 1 \)
16: \( \text{ else}\)
17: \( \text{ R_{min} } \leftarrow \text{ R_{max} } \)
18: \( \text{ lower\_found} \leftarrow 1 \)
19: \( R_{\max} \leftarrow \min(R_{\max} + (S^i_U - S^i_L) / 2, C^0_{O_iO_j}) \)
20: \( \text{ end if}\)
21: \text{ end if}\)
22: \( \text{ if lower\_found = 0 } \&\& \text{meas\_time} > 0 \text{ then}\)
23: \( \text{ Send a packet fleet at rate } R_{\min} \)
24: \( \text{ Subtract the time taken to send the packet fleet from meas\_time}\)
25: \( \text{ if non increasing trend then}\)
26: \( \text{ lower\_found} \leftarrow 1 \)
27: \( \text{ else}\)
28: \( \text{ R_{min} } \leftarrow \text{ R_{min} } \)
29: \( \text{ upper\_found} \leftarrow 1 \)
30: \( \text{ R_{min} } \leftarrow \max(R_{\min} - (S^i_U - S^i_L) / 2, 0) \)
31: \( \text{ end if}\)
32: \( \text{ end if}\)
33: \text{end while}\)
34: 35: // Measure available bandwidth in the range \( (R_{\min}, R_{\max}) \)
36: \( \text{ if } R_{\max} - R_{\min} > \omega \&\& \text{meas\_time} > 0 \text{ then}\)
37: \( \text{ RuntimeLimitedPathloadIDL} (O_{\min}, R_{\max}, \text{meas\_time}) \)
38: \( \text{ end if}\)
39: \( \text{ return } R_{\min}, R_{\max} \)
40: \text{end function}\)

IV. PERFORMANCE EVALUATION

A. Evaluation method

We performed simulations to examine whether the proposed method works correctly as designed, and to compare the performance with that of an existing method [8]. We assume that Pathload is used for the end-to-end measurement of available bandwidth in the method from [8]. Since overlay nodes do not exchange information with each other in this method, the search range for each end-to-end measurement cannot be estimated, unlike our proposed method. We therefore set the search range for path \( O_iO_j \) to \((0, C^0_{O_iO_j})\).

We compare our proposed method and the method from [8] using the following metrics:

- Measurement accuracy
- We use the relative error of the measurement results as...
a metric to evaluate the measurement accuracy of the methods. The relative error is calculated from

\[ e = \frac{|A_{\text{meas}} - \bar{A}|}{\bar{A}}, \]  

(5)

where \( A_{\text{meas}} \) is the average of the measurement results over an aggregation period as defined by Eq. (4) and \( \bar{A} \) is the average of the real value of available bandwidth over that aggregation period.

- **Measurement traffic load**

  We use the average number of packet fleets traversing one link to evaluate the measurement traffic load. Note that we do not evaluate the traffic load of information exchange between overlay nodes because it is very small and negligible comparing with the measurement traffic load [10].

**B. Simulation settings**

To test whether our method works correctly as designed, we applied our method to the small network topology shown in Fig. 3 and observed the behavior in detail. We used three different types of large network topologies for comparing our method with the method from [8]: the AT&T topology [14], and generated topologies based on the Barabasi-Albert (BA) model [15], and the Waxman model [16]. We generated 10 topologies for each model using the BRITE topology generator [17]. All topologies have 523 nodes and 1304 links. We set the density of the overlay nodes to 0.2 and randomly chose the overlay nodes from among the 523 nodes. Results were averaged across 100 different choices of overlay nodes for the AT&T topology and 10 different choices for each of the BA and Waxman model topologies. For simplicity, we assume that the capacity of all IP links in the network is \( C \) and set \( C = 100 \) [Mbps].

We made the following assumptions about the temporal changes in the amount of traffic between overlay nodes. We assume that cross traffic occurs in some fraction \( 0 < \alpha \leq 1 \) of the paths. Note that \( \alpha \) is used to control the variations of the available bandwidths of the paths; the choice of \( \alpha \) does not basically affect the simulation results. For convenience, in the small network topology, \( \alpha \) was set to 0.2, and in the large network topologies, it was set to 0.02. For a path \( O_iO_j \) where cross traffic occurs, let the IP links of that path be \( l_1, l_2, ..., l_r \). We assume that among the paths where cross traffic occurs, the number of paths that share the link \( l_t \) (1 ≤ \( t \) ≤ \( r \)) is \( b_t \). We let \( b_{\max} = \max(b_1, b_2, ..., b_r) \), and set \( s_{\max} = 0.9C/b_{\max} \) and \( s_{\min} = 0.5s_{\max} \). The rate of cross traffic across \( O_iO_j \) was then randomly chosen in the range \( [s_{\min}, s_{\max}] \). Furthermore, the intervals where traffic occurs and does not occur were randomly chosen in the range [120s, 1200s].

Since we have adopted a method based on Pathload for end-to-end measurement, we select the measurement parameters by following the suggestions of the authors of Pathload [3].

In particular, we set \( \tau = 12 \) [s] and \( \omega = 400 \) [Kbps]. In the small network topology, we set the measurement duration to 400r. In the large network topologies, the measurement duration was set to the length of 10 aggregation periods, and each aggregation period \( T \) was set to 1200r.

**C. Evaluation results and discussions**

1) **Evaluation results for the small network topology:**

Figure 4 shows the measurement results of paths \( O_1O_2 \) and \( O_1O_1 \) of the network in Fig. 3. The measurement results of other paths exhibited similar trends, and are thus omitted in the interest of saving space. In Fig. 4, the dotted lines show the real values of available bandwidth, the dashed bars show the search ranges, and the thick bars show the measurement results. Because our measurement accuracy depends on the search range, we evaluate the effectiveness of our method by considering the variation of the search range. As shown in Fig. 4, the search range varies based on and tends to approach the real value of available bandwidth. The search range is also overall much smaller than the default search range, which is set to \((0, C)\) in this simulation. When the available bandwidth changes by a large amount, the search range becomes large and may not contain the available bandwidth. However, because our method uses a few initial steps to find a search range that contains the available bandwidth, it still can manage to obtain a fine measurement result in this case. These results demonstrate that our proposed method for calculating the search range is efficient for measuring available bandwidth.

2) **Evaluation results for the large network topologies:**

**Measurement accuracy:** Table I shows the distribution of the relative errors in the measurement results for the AT&T, BA, and Waxman topologies. In particular, it shows the percentage of relative errors in the measurement results that are not smaller than 0.05, 0.1, 0.2, and 0.4. Table II shows the average value of the relative errors in the measurement results. The relative errors in the measurement results of our method are only approximately 65% those of the method from [8]. To explain these results, we look at the evaluation results for the average number of measurements of an overlay path during an aggregation period as shown in Table III. The number of measurements is much larger in our method than in the method from [8]. Therefore, the measurement accuracy of our method surpasses the method from [8]. We also observe in Tables I and II that the Waxman topology has smaller relative error than the AT&T and BA topologies for the following reason. From the simulation results, we found that the number of half and partial overlapping paths in the Waxman topology is smaller than that in the AT&T and BA topologies. Therefore, the measurement frequency is the largest, meaning that the number of measurements is the largest, and thus the relative error is the smallest in the Waxman topology.

**Measurement traffic load:** Table IV shows the average number of packet fleets traversing each link per measurement, and shows that the average number of packet fleets is smaller by the proposed method compared to the method from [8]. This is because the search range in each end-to-end measurement of available bandwidth is set to \((0, C)\) in the method from [8], and so the number of packet fleets per measurement is constant across all measurements. By comparison, since the search range is calculated based on the measurement results that are exchanged between overlay nodes in the proposed method, the search ranges are narrower and closer to the real value of available bandwidth. The number of packet fleets per
measurement is therefore smaller, meaning that the traffic load of each measurement is smaller in our method.

V. CONCLUSION

We proposed a distributed method for measuring available bandwidth in overlay networks that reduces measurement conflicts by detecting overlapping paths and adjusting the measurement frequencies and measurement timings of overlap paths. We also proposed a method to improve measurement accuracy while reducing the traffic load of each measurement by exchanging measurement results among neighboring overlay nodes. Simulation results show that the relative errors in the measurement results of our method are only approximately 65% those of an existing method.

REFERENCES


TABLE I DISTRIBUTION OF RELATIVE ERRORS

<table>
<thead>
<tr>
<th>Topology</th>
<th>Method</th>
<th>AT&amp;T</th>
<th>BA</th>
<th>Waxman</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Relative error</td>
<td>≥ 0.05</td>
<td>≥ 0.1</td>
<td>≥ 0.2</td>
</tr>
<tr>
<td>Existing method</td>
<td>56.70%</td>
<td>22.73%</td>
<td>10.37%</td>
<td>1.48%</td>
</tr>
<tr>
<td>Proposed method</td>
<td>31.95%</td>
<td>18.59%</td>
<td>3.39%</td>
<td>0.49%</td>
</tr>
</tbody>
</table>

TABLE II AVERAGE RELATIVE ERROR

<table>
<thead>
<tr>
<th>Topology</th>
<th>Method</th>
<th>AT&amp;T</th>
<th>BA</th>
<th>Waxman</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average relative error</td>
<td>0.038</td>
<td>0.030</td>
<td>0.039</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topology</th>
<th>Method</th>
<th>AT&amp;T</th>
<th>BA</th>
<th>Waxman</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average number of packet fleets traversing each link per measurement</td>
<td>3.82</td>
<td>3.80</td>
<td>3.97</td>
</tr>
</tbody>
</table>

Fig. 4. Measurement results for the small network topology.