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Abstract—Existing techniques for measuring available band-
width measure the available bandwidth at bottlenecks along the
path, and most of them do not specify the bottleneck location.
In this paper, we propose an end-to-end measurement method
for the hop-by-hop available bandwidth along a network path.
Such a technique can facilitate advanced traffic control, espe-
cially in heterogeneous network environments. The proposed
method assumes a situation where intermediate routers can
record the arrival and departure times of incoming packets as
timestamps in the packets themselves. The endhost sends probe
packets at various rates and estimates the available bandwidth
at each network section using the incoming and outgoing rates
of packets calculated from intermediate timestamps, based on
statistical processing under a fluid traffic model.

We present extensive simulation results for the proposed
method and confirm that it can accurately measure the
available bandwidth of each section along the network path
even when the available bandwidth of the sender-side network
is smaller than that of the receiver-side network.

Keywords-Available bandwidth, active probing, end-to-end
measurement, traffic control

I. INTRODUCTION

The available bandwidth of an end-to-end network path
is determined by bottlenecks, which are the section with
the smallest available bandwidth along the path. Many
tools for measuring the available bandwidth of an end-to-
end network path are proposed [1]–[8] and evaluated [9]–
[11]. These bandwidth measurement tools can determine the
available bandwidth at bottlenecks, but with the exception
ofpathneck [12], none of them can determine the location
of the bottlenecks along the path. However, knowing the
locations of bottlenecks may enhance the quality of network
applications. For example, in overlay networks for video
and voice conferencing, when an endhost determines the
location of a bottleneck link, the endhost can enhance the
application quality by adding or deleting overlay nodes to
the overlay network to change the route between endhosts.
Another example is network control in wired-cum-wireless
network environments, where a wireless client terminal can
control the data transmission rate of the wireless network
according to the measured bandwidth of the wired part.
However, to our knowledge, there has been no previous
research on such end-to-end measurement of the available
bandwidth of multiple sections of the network path.

In this paper, we propose an end-to-end measurement
method for the hop-by-hop available bandwidth of a net-
work path. The proposed method estimates the available

bandwidth based on the assumption that some intermediate
routers along the path can record the arrival and departure
times of traversing packets as timestamps in the packets
themselves. We divide the end-to-end path into multiple sec-
tions at such intermediate routers and estimate the available
bandwidth of each section simultaneously by observing the
intervals of incoming and outgoing packets in each section.
Considering the effect of cross traffic, the endhost sends
probe packets at various rates and estimates the available
bandwidth based on their incoming and outgoing packet
rates at each section. To estimate the available bandwidth, we
construct a simple mathematical model of the relationships
between incoming and outgoing packet rates.

To evaluate the performance of the proposed method, we
conduct simulation experiments using ns-2 [13]. We evaluate
the measurement accuracy of the proposed method under
various bandwidth settings including situations where the
available bandwidth of the sender-side network is smaller
than that of the receiver-side network. We also evaluate the
performance of the proposed method in several scenarios
constructed by varying the settings of physical and available
bandwidth and the hop count of the path, and verify the
robustness of the proposed method.

The rest of this paper is organized as follows. Section II
describes the principle of end-to-end available bandwidth
measurement based on existing methods. Section III explains
the principle of hop-by-hop bandwidth measurement and
verifies its feasibility. Subsequently, we propose a multi-
section measurement of the available bandwidth. Section IV
evaluates the measurement accuracy of the proposed method
in various situations. In Section V, we conclude this paper
and outline the direction of future work.

II. END-TO-END MEASUREMENT OF AVAILABLE

BANDWIDTH

In this section, we explain the fundamental principle of
measuring the available bandwidth of an end-to-end net-
work path. Many tools have been developed for end-to-end
measurement of available bandwidth, such as Cprobe [1],
Pathload [2], and pathChirp [3]. Such tools employ methods
where a sender generates probe packets and sends them to
a receiver at a certain rate. The receiver observes the arrival
intervals of the probe packets, and determines whether or not
the departure rate of probe packets is larger than the available
bandwidth of the path between the sender and the receiver,
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by comparing the departure and arrival intervals of the probe
packets. This process is repeated with various departure
rates to determine the available bandwidth accurately. In this
section, we briefly explain the mathematical background of
the above method.

A. Definition of available bandwidth

We assume that the network model in this section is as
illustrated in Figure 1, and that the path between the sender
and the receiver is predetermined and fixed. Probe packets
are sent from the sender to the receiver via routers along
the path which hold the probe packets in a buffer and relay
them to the receiver. The path consists of H links denoted as
i (1 ≤ i ≤ H). The physical bandwidth at link i is denoted
as Ci. Therefore, the physical bandwidth C of an end-to-end
network path is equal to that of the link with the narrowest
bandwidth, and is represented as follows.

C ≡ min
1≤i≤H

Ci (1)

The average bandwidth utilization of link i at time t is
denoted as ui(t). The available bandwidth of link i at time
t, denoted as Ai(t), is represented as follows.

Ai(t) ≡ Ci(1− ui(t)) (2)

Thus, the available bandwidth on a path at time t is repre-
sented as follows.

A(t) ≡ min
1≤i≤H

Ci(1− ui(t)) (3)

B. Existing methods and their limitations

Next, we explain the principle of determining the available
bandwidth of an end-to-end network path. This principle
explores the relation between one-way delay from the sender
to the receiver and the departure and arrival intervals of
probe packets.

The sender sends a sequence of K probe packets to the
receiver. The departure time of the k th (1 ≤ k ≤ K) probe
packet from the sender is denoted as tk, and the arrival time
of that packet at the receiver is denoted as t′k. The one-way
delay of the k th probe packet is denoted as Dk = t′k − tk.
We focus on the difference between the one-way delays of
the k th and (k + 1) th probe packets, which is calculated
as follows.

ΔDk = Dk+1 −Dk

= (t′k+1 − tk+1)− (t′k − tk)
= (t′k+1 − t′k)− (tk+1 − tk)
= Δt′k −Δtk (4)

Δt′k in Equation (4) is the arrival interval of the k th and (k+
1) th probe packets at the receiver, and Δtk is the departure
interval of the corresponding packets. When the departure
rate of probe packets is higher than the available bandwidth,
the value of ΔDk becomes positive since the arrival intervals

router router router 
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buffer buffer buffer 

Figure 1: Network model

become larger than the departure intervals. However, when
the departure rate at the sender is equal to or lower than the
available bandwidth, the value of ΔDk is close to 0 since we
can expect the interval between packets to remain unchanged
when passing through the network. Note that we do not
require the synchronization of clocks at the sender and the
receiver to evaluate Equation (4), whereas the measurement
of one-way delay requires such synchronization.

Therefore, by sending probe packets at a certain rate
and observing their arrival times at the receiver, we can
determine whether the departure rate is higher or lower than
the available bandwidth. Repeating these operations allows
for estimating available bandwidth of an end-to-end network
path.

III. HOP-BY-HOP BANDWIDTH MEASUREMENT

PRINCIPLE AND PROPOSED METHOD

We assume that the network path between a sender and
a receiver is divided into multiple sections at intermediate
routers, as illustrated in Figure 2. Sections of the path from
the sender are referred as the 1st, 2nd, · · · , N th network
section. The physical bandwidth of the j th network section
is denoted as C(j), and the available bandwidth is denoted as
A(j), assuming that the physical and available bandwidths of
each network section remain unchanged during the measure-
ment task. We focus on measuring the available bandwidth
for all network sections by using probe packets sent from
the sender to the receiver.

A. Feasibility of multi-section measurement

The available bandwidth of a single network section can
be measured by injecting probe packets into the network
section at various rates, both higher and lower than the
actual available bandwidth of that network section. When
all of the injection rates of probe packets are lower than
the actual available bandwidth, we cannot measure the
available bandwidth accurately. Therefore, to measure the
available bandwidth of all network sections along the path,
we consider the following condition must be satisfied.

min
1≤k<j

A(k) > A(j) (1 ≤ j ≤ N) (5)

Conversely, measuring the available bandwidth is impossible
when the available bandwidth of the j th network section
is smaller than that of the (j + 1) th network section
because the rate at which probing packets leaves a certain
network section is expected to be equal to or lower than
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Figure 2: Network model for multi-section bandwidth mea-
surement of the network path
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Figure 3: Network topology used in the simulation experi-
ments in Subsection III-A

the available bandwidth of that section. However, when
probing packets are injected at a sufficiently high rate, the
outgoing rate would become higher than the actual available
bandwidth of that network section [14]. This means that it
is feasible to measure the available bandwidth of individual
network sections even when Equation (5) is not satisfied. In
the following subsection, we validate the feasibility of the
proposed method by simulation experiments using ns-2.

Figure 3 shows the network topology used in the simula-
tion experiments. The propagation delay of the link between
n4 and n5 (First link) and that between n5 and n6 (Second
link) is 50 ms, and that between all other links is 5 ms.
The physical bandwidth of all links in the network is set
to 100 Mbps. Cross traffic is sent from node n1 to node
n8 via nodes n4 and n5 at a rate of X1 Mbps, as well as
from node n7 to node n3 via nodes n5 and n6 at a rate
of X2 Mbps. Therefore, the available bandwidth of the first
link is (100 − X1) Mbps and that of the second link is
(100−X2) Mbps. The cross traffic consists of UDP packets
whose departure intervals follows an exponential distribution
with a given mean value. Probe packets are sent from node
n0 to node n2 via nodes n4, n5, and n6, traversing the first
and second links. The probe packets are sent from node n0
at intervals from 1.0 × 10−4 to 2.0 × 10−3 s in units of
1.0 × 10−5 s, which corresponds to a rate from 6 Mbps to
120 Mbps. The number of probe packets sent at a time is K .
The probe packet size is set to 1, 500 Bytes and the packet
size of cross traffic is set to 1, 000 Bytes. With these settings,
we observe the incoming and outgoing rates of probe packets
at the second link, which are taken as the averaged values
over K0 probe packets.

Figure 4 shows the simulation results for the relationship

between incoming and outgoing rates of probe packets at the
second link when K0 = 2, 6, and 10. This graph shows the
case where X1 = 50 and X2 = 30. Since the actual available
bandwidth of the first and second links is 50 and 70 Mbps,
respectively, Equation (5) is not satisfied. However, we can
see from this figure that a non-negligible portion of probe
packets are injected into the second link at a rate higher
than 50 Mbps, regardless of the value of K0. Also, when
the incoming rate is high, the outgoing rate of probe packets
tends to be lower than the incoming rate, especially if K0

is large. This means that we can measure the available
bandwidth of the second link, even though Equation (5) is
not satisfied.

Next, we focus on the effect of K0. In the case of small
K0 (Figure4(a)), there is no stable relationship between
incoming and outgoing rates of probe packets. In contrast,
too large a value of K0 would result in smooth incoming and
outgoing rates, which would obscure the difference between
the two, as can be seen by comparing Figures 4(b) and
4(c). This may affect the measurement accuracy, which is
confirmed in Section IV. Furthermore, a larger value of K0

requires a larger number of probe packets in order to obtain a
sufficient number of probing samples. Thus, when setting the
value of K0, we must consider the measurement accuracy
and the number of probe samples necessary in order to
obtain meaningful measurement results.

B. Proposed method

We propose a method for measuring available bandwidth
of multiple sections of an end-to-end network path based
on the observations in Subsection III-A. We first show the
principle of the proposed method considering a difference
between the measurement of the available bandwidth at
the bottleneck and the multi-section measurement. Next, we
describe the process of measuring the available bandwidth
of arbitrary sections of a network path. Finally, we present
the steps in the measurement process in detail.

1) Overview: To measure the available bandwidth of
arbitrary sections of a network path, the probe packets
have to arrive at each network section at a designated
rate. However, this is difficult to achieve in practice for an
arbitrary network section because the packet arrival intervals
vary due to fluctuation in the amount of cross traffic. For this
reason, the sender sends probe packets at various rates to the
receiver and estimates the available bandwidth of arbitrary
sections of the network path based on statistical analysis.
The measurement process is as follows.

1) The sender sends probe packets to the receiver at
various rates, and intermediate routers along the path
record the arrival time of each probe packet as a
timestamp into the packet itself.

2) When a probe packet arrives at the receiver, the receiver
estimates the available bandwidth of each network
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(b) K0 = 6
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(c) K0 = 10

Figure 4: Relationship between incoming and outgoing rates with X1 = 50 and X2 = 30

section based on the arrival and departure times of the
probe packet for the corresponding section.

3) When the available bandwidth estimation for the en-
tire network is complete or measurement with high
accuracy seems to be impossible, the measurement
procedure is terminated. Otherwise, we return to step 1.

In the following subsections, we explain steps 1 and 2 in
detail.

2) Hop-by-Hop timestamps of probe packets: The band-
width measurement method presented in this paper is based
on the observation of a single pair of incoming and outgoing
rates of probe packets in the network. Existing measurement
methods can obtain only the available bandwidth at bottle-
necks in the network. To measure the available bandwidth
of multiple network sections, we assume that intermediate
routers (Figure 2) can record the times at which probe
packets pass through the router into the packets themselves.
The proposed method utilizes those timestamps to estimate
the available bandwidth of each network section. To our
knowledge, routers currently deployed in real-world net-
works are not capable of recording timestamps into packets,
but such routers are being developed [15], [16] for various
end-to-end measurement purposes. Furthermore, the state-
of-the-art network research trends such as Sofware Defined
Network (SDN) make the availability of the timestamp
capability on the network nodes becoming higher.

3) Calculation of available bandwidth based on statistical
analysis: We propose a method for calculating the available
bandwidth based on probing results as shown in Figure 4.
The simulation results in Figure 4 can be abstracted into
a simple mathematical model illustrated in Figure 5. The
probing results can be divided into two regions (denoted as
(i) and (ii)). In region (i), the departure rate of probe packets
is lower than the actual available bandwidth. Therefore, the
incoming and outgoing rates become almost equal in that
region. In contrast, in region (ii), the probing packets are
injected at a higher rate than the actual available bandwidth.
In this case, the outgoing rate would be lower than the
incoming rate. We utilize a fluid model [10] to determine
the outgoing rate of probe packets from the incoming rates

Figure 5: Computation of available bandwidth in the pro-
posed method

and the actual available bandwidth. We denote the incoming
rate of probe packets as x bps and the outgoing rate for
that incoming rate as y(x) bps. The physical available
bandwidths are denoted as C [bps] and A [bps], respectively.
Then, the model in Figure 5 can be represented as follows.

y(x) =
{

x x ≤ A
Cx

x+(C−A) x > A
(6)

The above equation is derived based on the assumption
that the outgoing traffic rate at the bottleneck becomes
proportional to the incoming rate.

The proposed method first gathers probing samples as
shown in Figure 4 and determines the available bandwidth
(which corresponds to A in Equation (6)), by simple re-
gression of the equation to obtain a fit for all probing
samples. This regression is the point where the proposed
method differs from the train of packet pairs method [17].
We explain the proposed method in detail below.

The sender sends K probe packets, denoted as P1, P2, · · · ,
PK , at a certain rate. We focus on K0 successive packets
beginning with the i th packet, which corresponds to the
sequence Pi, Pi+1, · · · , Pi+K0−1 (1 ≤ i ≤ K−K0+1). We
calculate the incoming and outgoing rates from timestamps
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recorded at intermediate routers, which are denoted as xi bps
and yi bps, respectively. We define (xi, yi) as the i th
probing sample. Note that we can obtain (K − K0 + 1)
samples from K packets. We assume that the sender sends
probing packets repeatedly and obtains Nall samples. Next,
we divide these samples based on their incoming rates
to obtain the average values. We set the rate resolution
to R0 bps. Then, we calculate the average incoming and
outgoing rates of samples for each incoming rate. We denote
the averaged samples as (x̂k, ŷk) (1 ≤ k ≤ �C(j)/R0�),
assuming that C(j) is known in advance, and estimate the
available bandwidth of the j th network section (denoted by
Ā(j)) by the equation below.

Ā(j) = argmin
A(j)

e(A(j)) (7)

where e(A(j)) is calculated as follows.

e(A(j)) =
∑

x̂i≤A(j)

(ŷi − x̂i)2

+
∑

x̂i>A(j)

(
ŷi − C(j) · x̂i

x̂i + (C(j)−A(j))

)2

(8)

IV. PERFORMANCE EVALUATION

We evaluate the performance of the proposed method
by conducting simulation experiments using ns-2. First, we
evaluate the fundamental performance using a 2-hop net-
work topology considering the situation where the available
bandwidth of the receiver-side network is higher than that of
the sender-side network. Next, we evaluate the influence of
various conditions to assess the robustness of the proposed
method.

A. Fundamental evaluation of the proposed method

First, we examine the basic behavior of the proposed
method with a simple network topology. The network topol-
ogy (illustrated in Figure 3) is the same as in Subsec-
tion III-A. In this topology, the path between the endhosts
consists of segments that are not measured (links directly
connected to the endhosts) and segments that are measured
(all other links). The physical bandwidth of all links is set to
100 Mbps. The available bandwidth of the first link, which
is located between nodes n4 and n5, is denoted as A(1), and
the available bandwidth of the second link, which is located
between nodes n5 and n6, is denoted as A(2). We vary A(1)
and A(2) from 10 Mbps to 90 Mbps by changing the rate
of cross traffic. The timer granularity of the intermediate
router is set to 1.0×10−6 s. In this environment, we measure
the available bandwidth of the second link by the proposed
method.

Figure 6 presents the simulation results for the measure-
ment accuracy of the available bandwidth of the second link.
Each graph in Figure 6 corresponds to a different value of
the actual available bandwidth of the first link (A(1)). The

graphs present the relation between actual and estimated
values of the available bandwidth of the second link for
K0 = 2, 4, 8, 16, 32 and 47. The values of parameters K
and R0 of the proposed method are set to 50 and 1 Mbps,
respectively. The center of each error bar in the graph
indicates the average of the corresponding estimation result,
and the width of each bar indicates 95% confidence interval.

These figures indicate that the available bandwidth of
the second link is measured accurately regardless of the
actual available bandwidth of the two links (A(1) and A(2)).
Especially when A(2) < A(1), in which case Equation (5) is
satisfied, the available bandwidth can be measured with high
accuracy. When A(2) > A(1), in which case Equation (5) is
not satisfied, the measurement accuracy is lower but remains
reasonable. However, when A(2) is close to 100 Mbps, the
measurement accuracy degrades, especially when A(1) is
small. This is due to the decrease in the number of probing
samples whose incoming rate is higher than A(2). Also, to
obtain accurate measurement results, we should avoid setting
K0 = 2 since in that case the measurement results fluctuate
considerably (Figure 6). This is because the relation between
incoming and outgoing rates becomes unstable (Figure 4(a)).

B. Influence of physical bandwidth

We evaluate the influence of physical bandwidth on the
measurement accuracy by using the same network topology
as in the previous simulation experiments. The difference
from the previous experimental setup is the values of the
physical and available bandwidths of all links in the network.
The physical bandwidth is set to 10 Mbps or 1 Gbps, and the
cross traffic rates and available bandwidths are configured
proportionally to the physical bandwidth.

Figures 7 and 8 present the simulation results for the
available bandwidth of the second link where the physical
bandwidth is set to 10 Mbps and 1 Gbps, respectively. We
focus on the measurement results for the same bandwidth
utilization of the first and second links in Figures 6, 7, and 8.
These figures indicate that the available bandwidth can be
measured accurately regardless of the physical bandwidth.
In general, when the physical bandwidth is large, the mea-
surement accuracy is low because of the timer granularity of
the intermediate router. However, in the proposed method,
the statistical processing can compensate for the low mea-
surement accuracy.

C. Influence of hop count along path

Next, we evaluate the influence of the hop count along
a path on the measurement accuracy. The network models
are shown in Figure 9, where the number of hops between
nodes connecting source and destination hosts is set to three,
five, and nine. The remaining settings are the same as in the
two-hop model.

The above results indicate that the measurement accuracy
depends mainly on whether Equation (5) is satisfied. For this
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Figure 6: Estimation results with 100 Mbps of physical bandwidth
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Figure 7: Estimation results with 10 Mbps of physical bandwidth
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Figure 8: Estimation results with 1 Gbps of physical bandwidth

reason, we examine the following two cross traffic scenarios.

• Scenario 1: The available bandwidth decreases gradu-
ally in equal steps from the sender host to the receiver
host.

• Scenario 2: The available bandwidth increases gradu-
ally in equal steps from the sender host to the receiver
host.

The detailed settings for the available bandwidth are sum-
marized in Table I. The estimation results are shown in
Figures 10 and 11 for Scenarios 1 and 2, respectively. Each
graph in the figures corresponds to a different hop count
of the path. Figure 10 indicates that when the available
bandwidth increases together with the hop count from the

sender (in which case Equation (5) is satisfied), the available
bandwidth can be measured accurately regardless of the total
number of hop counts between the sender and the receiver.
However, Figure 11 indicates that in case Equation (5) is not
satisfied, the estimation accuracy degrades as the hop count
from the sender increases. This occurs because when probe
packets traverse multiple links with ever smaller available
bandwidth, their incoming rates in the subsequent network
sections decreases with higher probability.

D. Performance in case of multiple bottlenecks

Finally, we verify the performance of the proposed
method in case of multiple bottleneck locations along the
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(a) 3-hop topology
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(b) 5-hop topology
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(c) 9-hop topology

Figure 9: Network topologies with higher hop counts
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(b) 5-hop network
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(c) 9-hop network

Figure 10: Effect of hop count in Scenario 1

Table I: Settings for the available bandwidth in 3-, 5-, and
9-hop topologies

Scenario 1 Scenario 2
3-hop topology (90, 50, 10) Mbps (10, 50, 90) Mbps
5-hop topology (90, 70, · · · , 10) Mbps (10, 30, · · · , 90) Mbps
9-hop topology (90, 80, · · · , 10) Mbps (10, 20, · · · , 90) Mbps

path. We utilize the 5-hop network topology shown in
Figure 9(b). The physical bandwidth of the links is set to
100 Mbps and the available bandwidth of each link from
the sender is 50, 30, 50, 30, and 50 Mbps in this order.
The estimation results (Figure 12) indicate that the available
bandwidth of all links along the path is measured accurately
and the bottleneck locations are identified correctly, sug-
gesting that the proposed method can be applied with equal
success in cases of a single or multiple bottleneck locations.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a method for simultaneous
measurement of the available bandwidth at multiple lo-
cations along an end-to-end network path. We extended
the measurement principle utilized in existing measurement
tools by adding a timestamp function to intermediate routers
along the path, whereby the arrival and departure times of
each packet are recorded in the packet itself. We validated
the performance of the proposed method by simulation ex-
periments and found that the available bandwidth at multiple
locations along the path can be measured with reasonable
accuracy, even when the available bandwidth of the receiver-
side network is higher than that of the sender-side network.
We also validated the robustness of the proposed method for
various situations.

In future work, we plan to introduce an algorithm allowing
the number of probe packets to be configured in order
to decrease the measurement load on the network while
maintaining the measurement accuracy. Furthermore, we
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(a) 3-hop network
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(b) 5-hop network
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Figure 11: Effect of hop count in Scenario 2
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Figure 12: Estimation results in a case of multiple bottle-
necks

plan to implement the proposed method and to verify its
effectiveness in actual network environments.
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