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Abstract—Internet of Things (IoT) and machine-to-machine  Thus, internet of things (IoT) and machine-to-machine (M2M)

(M2M) will take root throughout our life in the near future. will make WSN systems brings to various applications. In

Therefore more and more reliability is required in many wireless  the applications strongly tied to safety and security, it is

sensor network applications, such as the intruder detection and  gne of the most important viewpoints with the reliability

sHearchmg s;_/tsr,]ten: ftc;]r main restc;uersihwtlth ”some sensozj devices. of information gathering. For example, an intruder detection
owever, without the assumption that all sensor nodes are . ;

; . - system with surveillance cameras and some types of sensor
reachable to one of sink nodes through multi-hop communication d)évices and a rescue system in disaster areas v)\:ﬁh autonomous
and the connectivity among the sensor nodes are stable, it robots and sensor devices demand more and more reliable
is difficult to guarantee the reliability of data collection. In dat llection th i | licati in WSNs do. |
this paper, we focus on controlling the mobility of the mobile ata collection than conventional applications in S do. In
sink and propose two types of mobility strategies to collect the particularly, in recent years, synergy between sensor_networks
sensing data of all sensor nodes in the observed area certainly. and autonomous robots is attracting a lot of attentions [3].

The first strategy is learning the observed area and the other Our proposal is also what considers such synergy as discussed
is collecting the sensing data using the learned information. pelow.
Through computer simulations, we show that the mobile sink . . - .
with the mobility strategies in our proposal can collect the sensing . We focus on a sink node with mobility called mobile
data of all sensor nodes. sink. A mobile sink can achieve both reduction of power
KeywordsWireless sensor networks, Reliable data collection. consumption and data r.eachablllty by app.roalchlng towarq each
sensor node and receiving data and carrying it to the static base
station. Many studies have been conducted about mobile sinks
. . INTRODUCT'QN . as a solution for power saving, which is one of a challenging
Supporting assured data collection in wireless sensor neproblems in WSNs. Most of those studies target at power-
works (WSNs) is one of significant challenges in frequentlysaying applications of the mobile sink, such as the optimal
changing environments. This is because that dynamic changgath planning with the optimal routing technique supposing
in the observed area or loss of connectivity occur in variougnowledge of exact positions and residual powers of all sensor
situations, which cannot be dealt with conventional transporhodes [4]-[6], and use of the mobile sink in the viewpoint of
techniques. This promotes network-level reliable mechanismgliable data gathering does not have many active researches.
for data collection. We focus on the mobility control of a dataHere, we defina networkas sets of sensor nodes reachable to
CO||eCting node USUa”y Ca”edink nodefor reaIiZing reliable each Other by multi_hop Communication and we take account
data collection. of following two types of changes of a network that are caused
Wireless sensor networks, which facilitate to collect en-by failures, energy depletion, or additions of sensor nodes.
vironmental information, are significantly expected to apply
to various applications, e.g., monitoring of temperature and
humidity in a farm, tracking of animals and etc. This feature fail losi habili h
greatly attracts attention of many researchers [1] [2]. In many and node failures not losing reachability, or changes
cases, WSNs are composed of many sensor nodes and a few In routes
sink nodes which operate in a distributed manner and are e Changes outside a network, which increase or decrease

Changes inside a network, which do not increase or
decrease the number of networks, such as link failures

connected to each other by wireless communications. Sensor the number of networks, such as disconnection of a
nodes forward their sensing data to one of sink nodes through network, joint of networks, or deployment of a new
multi-hop communications, which makes it possible to collect network

environmental information in the location where one cannot . .

get into. Changes inside a network have been well-studied, however,

o . L i changes outside a network have not been considered in existing

This ideal scenario is satisfied under the assumption thaddies. Thus, our interests are on how can we collect all
all sensor nodes are reachable to one of sink nodes througfyta in observed area when both types of changes occur, in
multi-hop communication. However, this assumption is notsther words, realizinghe reliable data collectionWe aim at
always realistic due to the limitation of communication rangerg|iable data collection with a mobile sink within a pre-defined
of nodes. Since power saving of sensor nodes with a limite@pserved area where both the number and the places of sensor
battery capacity is required in WSNSs, it is inappropriate topgdes are unknown. Under this circumstances, it is a realistic
expand communication range with much more transmissiophethod for a mobile sink to travel over the whole observed
power. Also, it is difficult to deploy or add sensor nodesgyea since it is unknown how many networks are there in the
over the network paying excess attention with reachability an‘gbserved area, but it takes much more time to travel every nook
connectivity. and cranny as the area gets larger. However, a few cycles of

In the near future, a lot of machines will be connectedtraveling throughout the area does not suffice for assured data
mutually and will be quietly embedded in our life space.collection under various situations.
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Controlled mobilityis a key idea for maintaining network

connectivity and data reachability, where mobility of mobile

sinks is controlled from both inside and outside of networks ;

dynamically [7] [8]. We previously combined CM with the

proactive routing mechanism in a wireless sensor network, !

where periodically exchanged route information messages lead I

a mobile sink toward a data collecting node [9]. In this paper, |
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we propose two mobility strategies for mobile sink in order
to manage those two changes using controlled mobility. The
first strategy is to grasp the all positions of networks and !
impassable locations, and the other is to collect sensing data .-l Y )
in each network. These two strategies are followed by either — 2 TS e

mobile sinks or other patrolling robots, and we assume the

former hereafter. Therefore, a mobile sink in our proposal has Figure 1. Mobility strategy for detecting all sensor node without any
two mobility phases. oversight

1 Repeats this part

-

Phase 1Mobility for learning the observed area
A mobile sink sweeps across the observed area
and learns the positions of networks and areaslgorithm 1 Memorizing the positions of networks associating
where mobile sinks can move in with netID by the mobile sink

Phase 2Mobility for collecting sensing data . ,
A mobile sink visits all networks using learned 1 /I The mobile sink moves in every corner of the observed
information in Phase 1. Moreover, each net- _ aréa.
work leads a mobile sink to reach data pos- 2 repeat . ‘ ‘
sessing nodes with exploiting transmitted route- 3 If intercepts PiInforMsg (i, net! D;, pList;, vList;)

; ; e e then
{ﬂgarr]rg?\;c\;gpkmessages when the mobile sink enters 4: if NetTable has noentry with net/D; then
5: registerNetTable(netI D;, pos,PInforMsg .rssi)
In principle, it is difficult to catch an unexpected change e: else

by methods other than Phase 1 while it requires a lot of time. 7: if PInfoMsg.rssi > entry.rssi then
Therefore, Phase 1 is taken repeatedly for every fixed cycle.s: updateNetTable(netI D;, pos,PInforMsg.rss)
In Phase 2, we use a clustering technique and gather all data: end if
in a network to one or more cluster heads since visiting eacho: end if
node to collects data takes a considerable amount of time for1: if State; is CLUSTER(i, 0) then
a mobile sink. Moreover, cluster heads switch their role backjo: sendsSensingDataRequesto S;
to a non cluster-head state periodically for managing changess: end if

inside a network and for achieving load balancing. Combiningi4: end if

of the mobility strategies with Phase 1 and Phase 2 can assun@: until reaches the end of the observed area

to collect all sensing data within the observed area.

The rest of this paper is organized as follows. In Sec-

ltlon Il, we present the mobility control strategy for memorizing The mobile sink repeats to the same process until reaching all
ocations of networks. In Section Ill, we show the mobility vertices. then it returns to the initial position

strategy for collecting sensing data in a network. Section IV ' P '

presents simulation results and finally, we conclude our paper |n Phase 1, a mobile sink intercepts a messlypgoMsg,

in Section V. which all sensor nodes exchange with each other for updating

routes (described in Section 1lI-C in detail) and acquires a

Il. PHASE 1: LOCATION MEMORIZATION OF NETWORKS special identifier (ID) contained in thelnfoMsg. This ID is

A mobile sink has to periodically check the entire pictureused to identify all networks and remember their positions.
of the observed area, such as the positions of networks andTd'e mobile sink updates positions of networks according to
forbidding places, to determine the path for collecting data inflgorithm 1, where some terms are listed in Table I. A
Phase 1. In order to grasp these information, it moves in ever{able NetTable for storing network positions is updated every
corner of the observed area while identifying and memorizingafter receiving aPInfoMsg. A NetTable's entry is the tuple
all the different networks. In Phase 2 the information is alsonet! D, postion, RSSI) wherenetID is an identifier of a

utilized by the mobile sink to visit all memorized networks in Network, position is the position where mobile sink received
the order that it memorized. PInfoMsg and updated the entry, and RSSI is the received

ignal strength indication of theinfoMsg. An entry is always
dded to the table if there is no entry whose D equals to

In our proposal, a mobile sink moves so that it does no
overlook even one sensor node placed in the observed area. e in the entry, and an existing entry is updated iff the RSSI

begin with, a mobile sink commences to move from a giveny¢ 4 raceivedPinfoMsg is greater than existing one with the
initial position, which is one of vertices of the pre-defined soamenetID

square region including the whole observed area as illustrate
in Fig. 1. Next, the mobile sink goes straight on toward one  This is for ensuring that the mobile sink can obtain more
of nearby vertices until it reacheslength short of the vertex, accurate positions of networks. Note that the mobile sink
whered is the wireless communication range of the mobiledemands sensing data to nodes by transmitting a message
sink and sensor nodes. Then, it takes a right-angled turn towaiSensingDataRequestvhen it contacts with sensor nodes in
the other vertex, heatﬁ and again turns in the same direction. Phase 1.



TABLE L NOTATIONS IN OUR PROPOSED METHODS Algorithm 2 Selection of cluster heads in a network

1: // all nodes perform following;
Notation Meaning 2: State; < UNCLUSTER
N The number of sensor nodes which is placed initially . o
B The number of sensor nodes which is planned to fail 3: E)S’i <Tj randor(? value I?etween O arihmqe
A The number of sensor nodes which is planned to be added 4: pbroa CaSUp atePacketat tSi
7 The identifier of sensor nodes. 5: repeat
S The sensor node whose ID is . H i
ND(S;) The number of neighbor nodes of nodeg 6: if receives adeatePaCket then
State; The state ofS; which indicates whethef; belongs any cluster or not. 7 ND(Sz) ~ ND(Sz) +1
State; must be given eitheNCLUSTER or CLUSTER(, n). 8: end if
ts, The current time of nodé&; . : o
Tiimit The time limit for searching its neighbor nodes. 9: until tSi > Tl”mt
Ts, Delay time of nodes;. 10: broadcasDegreePacketat ts,, (Tiimit < ts, < Tiimit +
Tflood The period when cluster heads broadd@stfoMsg. TS )
Toreak (%) The time whenS; breaks. . i t
Taaa(i) The time whenS; is added in the observed area. 1% repea . .
T, The period wherNTable can store antry non-updated. 12: if receive StatePacket with CLUSTER(s,n) node
netID; The ID of the networkS; belongs to. then
pID The ID of the potential field. . .
myP; The scalar value whicl$; has. 13: if State; is UNCLUSTER then
piisti $Ee set OIpIDP 14: State; < CLUSTER(S, n —+ 1)
vList; e set ofmyP; . i o .
LI The interval of learning all the networks in the observed area 15: else if StateZ 1S CLUSTER(Z’ m) andm > n +1
seqe A sequence number of the sensing data then
16: State; < CLUSTER(s,n + 1)
17: end if
_ 18: if n+1 < max_n then
[1l.  PHASE 2: DATA COLLECTION INSIDE A NETWORK 19: broadcasStatePacket
A. Overview of the mobility strategy inside a network 20: end if

In our proposal, all networks within the observed area neec:  end if
one or more special nodes to gather and store sensing da#g: Until ts, > Tiimi¢ + T, _ _
of all sensor nodes in an individual network, and a mobile23: if ND(S;) is larger than all neighbor nodes afdate;is
sink moves and sojourns at them to bring the sensing data UNCLUSTER then
to the base station. We elect this special node using a clustg®  State; < CLUSTER(i, 0)
head election algorithm. The mobile sink intercepts exchanged®  ProadcasStatePacket
routing messages among nodes and interpret them to approaéf end if
all cluster heads in a network.

B. Cluster heads election for the routing protocol is also utilized for the guidance of a
We select one or more cluster heads for each network@10Pile sink toward elected cluster heads. .
using a part of DEECIC algorithm [10] with minor modi- In our methods, each cluster head constructs one potential

fication. The cluster head election algorithm in DEECIC isfield that is the shape of concave curve whose bottom corre-
described in Algorithm 2 with some terms which are tabulatedsponds to the cluster head. Therefore, multiple potential fields
in Table 1. As shown in line 4, a sensor node broadcasts May be constructed in each network. Each potential field has
an UpdatePacket to notify its neighbors of its presence @ unique identifiep/ D that corresponds an identifier of the

at randomly chosen timé (0 < t < Tpq.). Then, S; cluster head. The multiple potential-field construction process

broadcasts @egreePacketincluding ND(S;), which is the is given in Algorithm 3 with some terms tabulated in Table I.

number of receivedJpdatePacketsuntil 7}, to inform First, cluster head: initializes its parameters such as
its degree att (Tjimir < t < Tiimit + Ts,). Ts, is given  netID;, myP; and broadcast®InfoMsg throughout the net-
as Ts, = ae'/NP(S) where o is a constant to ensure work (lines 1-10).PInfoMsg includes sender’s ID, network

0 < Ts, < Tiimit- In lines 11-22, sensor nodg waits for  ID, potential field IDs I D), and potential values in corre-

a StatePacketincluding a state of a neighbor node, which spondent potential fields, illustrated in Fig. 2. When receiv-
means that whether the neighbor belongs to any cluster dng PInfoMsg, a sensor node updatééTable, myP;, and

not. Here, CLUSTER(n) presents that the nodecan reach netID; and broadcasts newInfoMsg (lines 11-44). Here,

a certain cluster head by hops and CLUSTER(0) means NTable is a table to store information about a potential of
that nodei is a cluster head. Upon receivingStatePacket neighbor nodes, and its entry is composed of five elements
with CLUSTER(s, n), S; setsState; to CLUSTER(i, n+1) if (sre,networkID, pI D, pValue, time), a source node ID, a
State; is UNCLUSTERD or State; is CLUSTER (i, m) with network ID, a potential field ID, a potential value in the
m > n + 1. S; broadcasts &tatePacketif n +1 < maxz_n  correspondent potential field, and the time the entry was

thereafter, which limits coverage of each cluster. updated, respectiveljNTable determines to either register or
modify an entry when receiving?InfoMsg which contains
C. Construction and update of potential fields information necessary for filling an entry ®Table. When

We use potential-based routing [11], which is a proactive® New entry has the samsec andp/D in NTable, the entry is
routing protocol, for data collection. The potential-based routfegistered and otherwise the existing entry is overwritten with
ing is known as a resilient routing protocol to environmentalit: S; removes an old entry that is not updated %oy, and it
variations because it requires only local information. Everydecomes a cluster headNfTable comes to have no entry.
node updates its own potential, which is a scalar value calcu- Through the use ofNTable, S; updates its network
lated only with local information—own potential, neighbors’ ID (netl D;) and potentialsiey P;). netl D; is the lowest value
potential, and node degrees. It is worth noting that messages pI D registered inNTable and myP; is updated according



Algorithm 3 Potential fields construction and update

1: if State; is CLUSTERC(i,0) then
2. netlD; <1

3 myP;[i] < initial_potential

4:  putsq into pList;

5. putsmyP;[i] into vList;

6: broadcast PlInfoMsg(i, netID;, pList;,vList;)
Tflood

7. clearpList;,vList;

8: else

9. netlID; < NULL

10: end if

11: loop

12:  if receivePInfoMsg(s, netI Dy, pLIsts, vLIst,) then

13: for j=1to k do

14: update theNTable(s, netI Dg, pLists[j], vLists[j], ts,)

15: end for

16: for all entry in NTable do

17: if tg, — entry.time > T}, then

18: remove theentry from NTable

19: if NTable has noentry then

20: State; < CLUSTER(3, 0)

21: broadcastStatePacket

22: else if NTable has no entry whose

entry.netl D is netl D; then

23: if State; is CLUSTER(¢,0) then

24: netlD; < i

25: else

26: netID; < NULL

27: end if

28: end if

29: end if

30: end for

31 for j=1tok do

32: update allmyP;[pList[j]]

33: end for

34: if netID; is NULL or netID; > netI D, then

35: netl D; <= netl Dy

36: end if

37: for j=1tok do

38: putspList,[j] into pList;

39: puts myP;[pLists[j]] into vList;

40: end for

41: broadcastPInfoMsg(i, netI D;, pList;, vList;) after

T orward

42: leear]z)Listi7 vList;

43:  end if

44: end loop
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Figure 3. Increase of a potential value of a cluster head caused by arrival of
the mobile sink

multiple potential fields, all sensor nodes have to do is for-
warding their sensing data to one of their neighbor nodes
which have a smaller potential value NiTable, and then, all
sensing data reach to one of cluster heads. The mobile sink also
utilizes these multiple potential fields, that is, utilizegist
in PInfoMsg transmitted by a sensor node to reach a cluster
head by repeatedly approaching sensor nodes which have a
smaller value invList [9]. After arrival of a mobile sink to
a cluster head, the cluster head makes its potential value raise
greatly, which decreases the priority of the potential field for
a mobile sink against other potential fields because the mobile
sink approaches a sensor node with a ‘smaller’ potential value
as (Fig. 3). After that, the mobile sink can find a new potential
field (Fig. 4).

After visiting all cluster heads, a mobile sink goes away to
unvisited networks. As explained in Section. Il, a mobile sink

to the function in [11] whereS;’s potential is calculated as visits all networks in the order it visited and memorized them
an average potential of its neighbors. When disconnectiom Phase 1. Therefore, the mobile sink moves on to the next
of a network occursNTable may become to have no entry network position.

with netID; which equals to that of the table’s owner, and
therefore, S; resets ownnetID; in that case. Thus, our

IV. SIMULATION EVALUATION

construction method for multiple potential fields can respond In this section, we show that our proposal realizes the

to environmental changes inside a network.

Finally, S; updates allnyP; and puts it toPInfoMsg and

T'torwara after, it broadcast®InfoMsg.

D. Traveling to cluster heads according to potential fields

reliable data collection even though the changes of networks
are caused by additions or breakdowns of sensor nodes.

A. Scenario of simulation

We assume a 1000mx 1000m square region including
the whole observed area and depldysensor nodes; (i =

Each cluster head has a peculiar potential field and holdg--- N — 1) at uniformly random positions in the observed
the minimum potential value in its potential field. In thesearea, where the communication range of the sensor nodes is



. . . ) seqen = 1 sequy =2 seqe =3 sequy = 4
Expansion of potential field - Not complete  Not complete  complete Not complete

100 +

|

CR[seq.] =1
Increments seq,
seq=2 | 1
1 LI

(sea=3] [ seq

CR |
(%)1

S

An‘hour

N A (T S,

'
=4
1

1

1

1

P

1
1
1
1
3

N

Mobile sink finds a new
potential field >
Shrink of potential field The number of CR checks
Figure 4. New potential field's is detected by the mobile sink after Figure 5. Example of® R over someseq

potential field 4 decrease its potential

. . has not finished collecting the sensing data with. = 1 in
represented by a circle of radius 100m. The sensor nodespite of the fact thateg,, is 2. However, at the time of third
observe the surrounding environmental phenomena every hodrr check,C R[sec, = 1] reaches 1 and@'R[2] is 1 too. Then,

and forward the packet including the sensing dataof e incrementCR[sec.] twice andsec. reachesseq,, = 3 at
sender, and a sequence numbey, to one of cluster heads that time.

with potential-based routing. Furthermore, a number of sensor
nodesS;(i = 0---B — 1) will not be able to communicate g parameter settings
with after Ty,..qr by failure and a number of sensor nodes

Si(i = N---N + A — 1) newly will be deployed at random In this paper, we simulate five scenarios in every cases
ple(xz:es atl, g in+the obgervedyarea. Pioy which LI is from 1 to 5. All scenarios are simulated for

04,800 seconds and we performed 30 simulations for different

The mobile sink, whose speed is 5m/s, starts to move al,angement of 40 sensor nodes for each scenario. Moreover,

100s, and then, executes Phasel and Phase 2 mobility strategie$hose scenarios. 5 sensor nodes fail at diffe®nt, . and

alternately. In this paper, we assume that the mobile sink cafly sensor nodes will be placed in the observed area at different
go all the region of the observed area. The mobile sink returng

to the initial position to charge its battery and waits until add:
the next hour begins. To put it in the concrete, the mobil Simulation results
sink, to begin with, sweeps the observed area to learn the” T -

networks deployed there and then returns to the initial position ~To begin with, we show two types of transition 6fR by
(Phase 1). After that, the mobile sink visits and enters all théhe passage of simulation time whéd is 1 andLI is 5 in
networks using learned information on the networks to collecfig. 6 to demonstrate that the reliable data collection can be
the sensing data and then returns to the initial position (Phagiitained by the combining of the two mobility strategies in our
2). The mobility of Phase 2 is executdd times repeatedly. Proposal even when the change of networks in the observed

Alter that, the mobile sink performs Phase 1 mobility strategyaréa occur. Here, in Fig. 6, the X axis is for the number of
again. CR checks which are conducted every hour and the Y is for

As the evaluation of reliable data collection, we caIcuIatethe average’'R? of 30 simulations at eacly'R check. Also,

the collection rate every hour using (1) and some terms whic@?;gwsand Taaa in these scenarios are shown in Fig. 6 with
are tabulated in Table |I. Her& DN means the number . .
of already collected data, anBDN means the number of The line graph ofL1 = 5 in Fig. 6 shows that the average

uncollected and existing data in the observed area. of CR starts to fall after the first},..., and7,qq4. However,
after a while, it recovers to 100% again. This is because the
CRlseq] = 100 x CDN/seq] 1) mobile sink executes the learning of the networks within the
EDN]seq] observed area for everly! times CR checks and catches the

changes of networks. Similarly, although the decline of the

. . L . average ofCR occur several times during the simulation, it
equivalent to 100, which means that the all sensing data wit lways recovers to 100% after a while.
seq. are guaranteed to be collected. Then, we define the .
achievement of the reliable data collection as the situation ©n the other hand, the average OfR remains 100%
that seq. is the same aseq;,. Here, seqs, is a threshold and  throughout the simulation whehl = 1. This is because the
is equivalent toseq of the sensing data observed within this mobile sink frequently moves with the mobility of Phase 1 to
hour. Fig. 5 illustrates a example of the evaluatiorCgt over € the networks and catch the changes of networks quickly
someseq. In Fig. 5, all sensor nodes observe the sensing dath the observed area.
with seq = 1 within the first hour and the mobile sink has Next, in order to evaluate the effects of the different value
to collect them between the firéf R check and the second of LI give the reliability and efficiency of data collection,
CR check. The mobile sink, however, executes the Phase we show the relation between the achievement degree of
mobility strategy which takes considerable amount of time ateliable data collection and the total delay of the mobile sink’s
first. Therefore, the sensing data of the sensor nodes in thmovement in Fig. 7. Here, in Fig. 7, the X axis is the total
area where the mobile sink has already gone past are stiiime of which the mobile sink moves for both learning the
uncollected. At the time of secor@R check, the mobile sink networks and collecting the sensing data and the vertical is

The mobile sink incrementseq. as long asCR[seq.] is
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Figure 6. The transition o R where LI =1 andLI =5

for the achievement rate of the reliable data collection, which 1]
is expressed as a percentage whick is 100% in allCR
checks. 2]

According to the simulation results, the average delays for
movement of the mobile sink are 438428s, 406360s, 385653s,
373907s, 364648s and the average achievement rates of ”}‘3’1
reliable data collection are 0.988, 0.986, 0.960, 0.986, 0.934
for eachLLI = 1---5. With respect to the result for the delay,
the more frequent the mobile sink executes the mobility for [4]
learning the networks in the observed area, the more delays
it takes for the mobile sink to move, and vice versa. In other
words, too frequent learning of the networks leads to redundant
movements of the mobile sink in the case where there is no®!
changes in the observed area. Then, the efficiency of data
collection is not high. On the other hand, the achievement rates
of the reliable data collection is higher value as the value of
LI is higher expect for the case thaf is 4. This is because, [6]
in our scenarios, we suppose that the failure of the sensor
nodes occurs only in the end of days and the mobile sink
always executes the mobility for learning the networks in the
end of days wherLI is 4. The synchronization of occurrence 7]
of the failure of sensor nodes and the beginning of the learning
networks allow the mobile sink to grasp the changes of the
networks in the observed area very quickly. Therefore, the
average achievement rates of the reliable data collection wheiig]
LI is 4 is higher than wheik.] is 3.

From the results of simulations, it is obvious that the
mobile sink with the combining of two mobility strategies in
our proposal can collect the sensing data in the observed are&l
in spite of the changes of networks. Moreover, the reliability
of data collection and the efficiency of the data collection have
a relation of a trade-off.

V. CONCLUSION (10]

In this paper, we present two mobility strategies of the
mobile sink to realize reliable data collection despite of the
changes of networks in the observed area. Then, we demof-l]
strate that reliable data collection is achieved by our proposal
and show the relation of trade-off between the reliability and
the efficiency of data collection. This trade-off can be adjusted
by changing the frequency of the learning phase of the mobile
sink. Our current interests are on the path planning among
networks, and on implementing our proposal in actual mobile
nodes.

delay for mobility whereLI =1---5
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