Application of Evolutionary Mechanism to Dynamic Virtual Network Function Placement
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Abstract—Recently, communication network services have become increasingly diverse and dynamic. Network Function Virtualization (NFV) is an effective technique to deal with these dynamic situations. Most related work on the VNF placement problem does not consider the dynamics of requests, but only static scenarios. The important goals of the dynamic VNF placement problem include accommodating new requests following the traffic dynamics and reducing the time to calculate solutions. To tackle this problem, we utilize the concept of Modularly Varying Goals (MVG), which is based on a genetic algorithm (GA) and generates solutions that can easily adapt to time-varying goals in short time. In this paper, we propose Evolvable VNF Placement (EvoVNFP) that applies the concept of MVG to the dynamic VNF placement problem to reduce the time to obtain solutions. Results from numerical evaluations show that our method is able to better follow the dynamics of VNF requests and also reduce time until adapting to successive objectives.

I. INTRODUCTION

In recent years, communication services accessed by users are becoming more diverse and dynamic. Considering the realization of Internet of Things (IoT), these trends are expected to become even stronger in the future. Previously, communication service providers have been utilizing network functions, such as firewalls and intrusion detection systems, implemented by hardware to provide their services. However, it is becoming more and more difficult to deal with the diversification of the communication services through hardware solutions because this requires large capital expenditure (CAPEX) and operating expenditure (OPEX) to add and maintain new communication services.

Network Function Virtualization (NFV) [1]–[3] is a suitable way to deal with this situation. The basic idea of NFV is to separate the network functions from their physical computational resources. These network functions are implemented in software running on virtual machines (VMs), called Virtual Network Functions (VNFS) and run on commodity physical computational resources. NFV enables to change the performance of network functions dynamically. Furthermore, NFV also provides the pipelining of virtual network functions referred as Service Function Chaining (SFC) [4], [5].

In the field of NFV, many researchers have tackled the VNF placement problem by deciding placements of VNFS according to a specific objective [6]–[11]. The VNF placement problem can be seen as an instance of the facility location problem [12] which is known to be an NP-hard problem. Furthermore, it is suggested in the ETSI NFV ISG specifications [13] that a VNF can be broken into smaller parts, leading to a higher complexity of the problem.

Moreover, we have to solve the VNF placement problem dynamically when considering SFC to deal with dynamic changes of requests from users [14]. Although there are many proposals on the VNF placement problem, almost all of them focus on a static situation. Whenever the requests for VNFS arrive or depart in the dynamic VNF placement problem, besides optimizing each placement according to the current objective, we have to also generate new placements following the dynamic changes of situations. Also, we should reduce the time to calculate new placements in order to provide continuous services. A simple way of dealing with this problem is by solving an optimization problem every arrival/departure of requests. However, this will be too computationally intensive, since already the static VNF placement problem itself is NP-hard.

To tackle this problem, we utilize knowledge from biological evolution: when organisms evolve towards varying environments, they spontaneously have the adaptability to the varying goals. Reference [15] proposes Modularly Varying Goals (MVG) based on a genetic algorithm (GA) to introduce the concept of biological evolution in varying environments. GA is an algorithm which evolves the population of individuals every generation so as to fit the goals (environments). They showed that genomes evolved under MVG form adaptable structures to varying environments and also MVG itself can speed up the evolution [16]. In our previous work, we proposed Evolutionary Varying Goals (EVG) [17], where we already showed that the basic MVG concept can be applied to a simple VNF placement problem. EVG can generate individuals in the GA which can adapt to varying goals with only a few genetic changes.

In this paper, we propose a method named Evolvable VNF Placement (EvoVNFP), which is an extended version of EVG and inspired by MVG, for the realistic dynamic VNF placement problem for SFC. In order to facilitate the convergence toward “good” solutions, EvoVNFP uses small periodic
objective changes during adaptation. Evaluations show that EvoVNFP can track the varying environments well and reduce the time to adapt to new objectives.

The rest of the paper is organized as follows. In Section II, we explain the modeling and formulation of NFV systems for SFC. We then introduce the proposed method EvoVNFP in Section III. In Section IV, we show the results of the evaluation by simulations and discuss them. We conclude this paper in Section V.

II. SYSTEM MODEL

A. Modeling of NFV Systems for SFC

In this section, we will explain the model of the NFV system for SFC which is used in this research.

1) Schematic view of the system: Figure 1 shows a schematic view of the considered system. In this system, users request VNF chains from the system controller (Step 1) that breaks the VNFs into components (Comps) (Step 2) and then places them on the physical machines (PMs) in the physical network (Step 3). Traffic of a user enters the physical network through its ingress router, traverses components in its chain in a specified order, and leaves through its egress router. While the traffic passes through all components in the physical networks, two kinds of delays will occur: propagation delays and queuing delays. Propagation delay occurs when the traffic passes through links. Queuing delay occurs when the traffic is processed by network equipment, such as routers and VMs for which we will use analytical approximations. In this work, we regard only CPU as the computational resource. We assume that the VMs occupy CPU cores of the PMs and the components occupy CPU cores of the VMs. We can place multiple components on a VM and multiple VMs on a PM as long as there are sufficient remaining cores in the VM or PM. A schematic view of the occupation of CPU cores is shown in the lower right of Fig. 1.

2) Definitions related to performance of a component: To relate the number of cores of a component with its performance, we evaluate the performance of one core by the processing amount, i.e., the number of instructions it can process. We define the term processing capacity as the maximum processing amount which cores can process per time unit (seconds). We assume that the performance of a PM and a VM are proportional to the number of cores. Then, the processing capacity of a machine which has \( n \) cores is \( n \cdot C \), where we define \( C \) as the processing capacity of a core.

3) Definition of request flows: We define request flows as flows of the traffic of the users who send requests to the controller. A request \( R_u \) of user \( u \) is represented as \( R_u = (src_u, dst_u, chain_u, b_u) \): \( src_u \) is the ingress router, \( dst_u \) is the egress router, \( chain_u \) is the chain of VNFs, and \( b_u \) is the requested transmission rate. Figure 1 shows an example of two request flows \( R_{u1} \) and \( R_{u2} \) of users \( u_1 \) and \( u_2 \). Note that VNF components can be shared if multiple chains of requests include the same VNFs.

4) Calculating the delay of a placement: We assume that queuing delay occurs in both routers and components in this study. The queuing delay is not constant because it depends on the current performance and load of the components. The propagation delay on the other hand is assumed as a constant delay when the request flow passes through a particular link. We define request flow delay \( t_u \) as the sum of all queuing delays and all propagation delays of the request flow from user \( u \).

In order to consider the queuing delays analytically, we have to define arrival and service rates at routers and components. Service rate of router \( r \) is assumed as a constant value \( M_r \) packet/s and of component \( j \) is \( \mu_{k,j,a} = (n_{k,j,a} \cdot C)/T_a \) packet/s, where \( n_{k,j,a} \) is the number of cores which the component \( j \) of VNF \( a \) occupies on VM \( k \) and \( T_a \) is the processing amount needed by VMs which have components of VNF \( a \) to process a packet. Arrival rate at router \( r \) is \( \lambda_r = \sum p_{r,r'}^u \cdot b_u \) bit/s, where \( \lambda_r \) is the sum of the transmission rates of all request flows arriving at the router \( r \) and \( p_{r,r'}^u \) is a binary indicator variable which is 1 when the request flow of a user \( u \) passes through a link between routers \( r \) and \( r' \), and otherwise 0. Arrival rate at component \( j \) is the sum of the transmission rates of all the request flows which request VNF \( a \) and it is represented as \( v_a \) bit/s. For the sake of simplicity, we assume that each component behaves like an M/M/1 queuing system.

The delay of the entire placement is calculated after the paths of the request flows have been decided. The delays of each traffic flow are calculated first and then they are averaged with weights corresponding to the transmission rates. Finally, the total delay of a placement \( d \) is calculated as the average of request flow delays \( t_u \) weighted with the transmission rates.
\[ b_u \text{ of each user } u \text{ as:} \]
\[ \hat{d} = \sum_u b_u \sum_u b_u \cdot t_u. \]

**B. Formulation of VNF Placement Problem**

The considered VNF placement problem is formulated as an integer linear problem.

\[ \text{minimize } \hat{d} + W \cdot \sum_{i,k} m_{i,k} \quad (1) \]
\[ \text{subject to } T_a \cdot \frac{v_a}{S} \leq n_{k,j,a} \cdot C \quad \forall k, j, a \quad (2) \]
\[ \sum_k m_{i,k} \leq N_i \quad \forall i \quad (3) \]
\[ \sum_{i,k} n_{k,j,a} \leq m_{i,k} \quad \forall k, i \quad (4) \]

variables \( m_{i,k}, n_{k,j,a}, p_{(r,r')}^{u} \)

The term \( m_{i,k} \) is the number of cores which the VM \( k \) occupies on PM \( i \), \( W \) is a weighting coefficient for the sum of cores, and \( N_i \) is the number of cores of PM \( i \). Constraint (2) means that the controller must determine the number of cores for each component such that it has enough performance to process all the request flows which pass through it. Constraint (3) means that the sum of the total number of cores for VMs on a PM must not exceed the total number of cores of the PM. Constraint (4) means that the sum of the number of cores for components on a VM must not exceed the number of cores of the VM.

**III. PROPOSED DYNAMIC VNF PLACEMENT METHOD**

In this section, we will propose a method named **Evolvable VNF Placement (EvoVNFP)** for the dynamic VNF placement problem. We assume a situation where requests arrive at the system, receive service for a certain time, and then depart from the system.

**A. Overview of Proposed Method**

EvoVNFP is based on EVG, which changes the objective of GA without re-initializing the population with every arrival/departure of requests and otherwise maintains the same objectives. EvoVNFP is different from EVG when there are more than two requests in the system; EvoVNFP changes its objective periodically as shown in “EvoVNFP simulation” in Fig. 2. We define the interval between the periodic changes of the objective as **period**. The initial state of the state transition is \( S_1 \) and it corresponds to when EvoVNFP considers all of the requests in the system. The other states correspond to when EvoVNFP considers requests excluding one randomly selected request. These state transitions are inspired by MVG in [16]. We include them to speed up the evolution of GA to obtain the placements for current objectives. The updates of real placements are done in state \( S_1 \) at two kinds of timings. One is when the first feasible solution for all of the requests at the time is obtained after the change of the objective, shown in Fig. 2 as the think black arrows between “Real placement” and “EvoVNFP simulation.” Latency to accommodate a new request, shown in Fig. 2 as the dashed arrows, can occur because EvoVNFP can take some time to obtain a solution. The other update is done whenever a solution is found that improves the current solution by a certain percentage, shown as the thick gray arrows.

**B. Design of Genetic Algorithm**

In this section, we will explain the GA in the proposed method in detail. We will discuss how an individual is encoded and how the mutation and fitness function are defined.

1) **Design of an individual:** An individual in the GA is a fixed-length 3-layered graph and represents a placement, i.e., components assigned to VMs, which in turn are assigned to PMs (Fig. 3). The top layer represents the PMs, the middle layer represents the VMs, and the bottom layer represents the components. Each node corresponds to each PM, VM, and component in the placement. The component layer has enough nodes to accommodate all requests and these nodes and links connected to them can be unused, shown in Fig. 3 as white nodes and dashed links, respectively. They can connect to VM nodes to remember previous placements, but are ignored when the individual is converted to a placement. A node in the VM layer and a node in the PM layer are connected if the corresponding VM is placed on the corresponding PM. Similarly, a node in the component layer and a node in the VM layer are connected if the component is placed on the corresponding VM. If a node in the VM layer does not connect to the component layer, this node is ignored when the individual is converted to a placement. Furthermore, each node in the VM and component layers has the information about the number of cores which the corresponding VM or component occupies. The path of each request flow in the physical network is determined as the shortest path which connects all required components.

2) **Fitness function:** The fitness function evaluates how well an individual matches the objective. In our GA, it is a function...
There are policies to decide the order of VNFs in a chain [18]. Therefore, all requests in this evaluation use one of the four chains in the following: \{VNF1, VNF2\}, \{VNF1 \rightarrow VNF2 \rightarrow VNF3\}, \{VNF1 \rightarrow VNF2 \rightarrow VNF3 \rightarrow VNF4\}. The parameters of the GAs are selected as follows: the number of individuals is 1000, the number of elites is 100, and the mutation rate is 0.8. The other parameters are chosen based on realistic values, such as currently available commercial machines or switches, and summarized in the following: requested transmission rate $b_u(t) = 200$ Mbit/s of user $u$, processing capacity of a core $C = 3.0$ GHz, size of a packet $S = 1500$ bit, service rate $M_r = 3.0$ Gpacket/s of router $r$, and weighting coefficient $W = 1.0$.

B. Reference Methods

To evaluate the performance of our proposal, we will compare EvoVNFP to the following reference methods.

1) Conventional GA: Similar to EvoVNFP in Fig. 2, the objectives of conventional GA change every time the requests arrive or depart. The differences from EvoVNFP are that the individuals are re-initialized at every objective change (arrival/departure of requests), and there are no periodic objective changes. We use this as a reference method to clarify that forgetting past information is not a good strategy for the dynamic VNF placement problem.

2) Random Immigrant GA: In random immigrant GA [19], similar to EvoVNFP, the objectives change every time the requests arrive or depart and there are no re-initializations of the individuals. The differences from EvoVNFP are that it re-initializes some individuals at a predefined rate called replacement rate after every generation and there are no periodic objective changes. This method aims at generating diversity in the population to adapt to the varying environments.

C. Evaluation Metrics

We use the four evaluation metrics as follows. First, we evaluate failure probability over the cases where the methods cannot obtain any feasible solutions until the next change of the objectives. Here, a feasible solution refers to the individuals which have positive fitness, i.e., the individuals which can be converted to placements. Second, we evaluate the number of generations until obtaining the first feasible solution. Third, we evaluate the number of reconfigurations, which are needed to change placements between two successive requests. The reconfigurations include eight operations as shown in Table I. VM/component migrations mean that a VM or component, which had been placed on a PM, is moved to another PM. In this evaluation, we count inter-router and intra-router migrations separately because inter-router migrations take more time than intra-router ones [20]. VM/component size changes mean that the number of cores of a VM/component is increased or decreased. VM additions mean that the number of VMs is incremented in a placement and VM removals mean that the number is decremented. The weights are decided according to the time it takes to perform each operation [21] and the values we selected are shown in Table I. Finally, we evaluate two
measures of performance for generated placements. The first is the number of cores in a placement (system performance), which we evaluate through the number of physical cores used by VMs in each placement. The other is delay of a placement (user performance) described in Section II-A4.

D. Results and Discussions

In this subsection, we show the results of the simulations and their discussion. The results of EvoVNFP, conventional GA (Conv), and random immigrant GA (RandImm) are the averages of the results from 100 simulation runs. The replacement rate of RandImm is 0.3. Each run continues for 10000 generations. The evaluations use the results at 5000th–10000th generations to leave out results when the system is not in steady state. The length of the periods is 20 generations. Updates for improvement of real placements are performed if the newly computed solution of the methods is 10% better than the current real placement. These checks are done every 40 generations. There are 5 requests in the system at the beginning of the simulation. The maximum of the number of requests in the system is ten and we reject any requests that would exceed this number. In Fig. 4, the x-axis represents the generations and the y-axis represents the maximum fitness. In Figs. 5(a)–5(e), the x-axes represent the arrival rate and y-axes represent the average results of 100 simulations of each metric. The arrival rate of the requests used in the evaluations is 1/3000, 1/2500, 1/2000, 1/1500, 1/1000, and 1/500 (requests/generation). In order to obtain a constant offered load, the service rate per request of the system is one-fifth of the arrival rate. We evaluate only successful cases, i.e., when the system can find a solution within a period, in Figs. 5(b)–5(e). Note that, therefore, the results of Conv and RandImm tend to be better than EvoVNFP in Figs. 5(b)–5(e) because they solve only easy problems where the number of the requests is smaller.

1) An example of fitness transition: First, we show the results of the fitness of one simulation run where the arrival rate is 1/1000 in Fig. 4 to see differences in behavior among the methods. EvoVNFP fluctuates more than the other methods because of the periodic changes of the objectives. EvoVNFP and RandImm cannot generate solutions at first, but after about 1000 generations they generate feasible solutions and can maintain them because they don’t re-initialize the population when the objectives changes. On the other hand, Conv cannot maintain the solutions because it re-initializes the population at every change of the objectives.

2) Evaluation of the time for successful adaptations and the failure probability: Second, we show the results of the number of generations until obtaining the first feasible solution for the new objectives in Figs. 5(a) and 5(b). For the higher arrival rates, the failure probabilities are higher in Fig. 5(a) because we have to find solutions in shorter time. Also, the number of generations is smaller in the higher arrival rates in Fig. 5(b) because all methods can solve easy problems where the number of requests is small. EvoVNFP shows the best performance among all three methods for all arrival rates in Figs. 5(b) because all methods can solve easy problems where the number of requests is small. EvoVNFP shows the best performance among all three methods for all arrival rates in Figs. 5(a) and 5(b). Figure 5(b) shows the ability of EvoVNFP to reduce the time to calculate the first feasible solutions, which also leads to the lower failure probability in Fig. 5(a). The reason for this is that the periodic changes of EvoVNFP work effectively and prevent EvoVNFP from getting stuck in local solutions. Also, they facilitate the discovery of solutions because a solution for N requests can be easily created from a solution for N – 1 requests, which are obtained from easier problems than the case of N requests.

3) Evaluation of the cost for reconfigurations: Next, we evaluate the total reconfiguration cost needed to adapt to succeeding objectives. It is measured using the last placements for preceding objectives and the first feasible placements for the new objectives. Figure 5(c) shows that RandImm has a slightly lower cost than EvoVNFP. It is assumed from this result that EvoVNFP generates placements where the components and VMs for each request are separated to different VMs and PMs, respectively, because of the periodic changes of the objectives. This makes the speed of adaptation faster because the resources for the requests do not interfere with each other. However, it also makes the difference between the placements larger. This is because recalling the separated resources causes sudden appearance of VMs and components, leading to many VM additions.

4) Evaluation of the performance of the placement: Finally, we evaluate the quality of the placement, i.e., the number of cores and delays, at the updates. EvoVNFP and RandImm are almost same and better than Conv in Fig. 5(d) and EvoVNFP

<table>
<thead>
<tr>
<th>Kind of reconfiguration</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intra-router VM migration</td>
<td>50</td>
</tr>
<tr>
<td>Inter-router VM migration</td>
<td>120</td>
</tr>
<tr>
<td>VM size change</td>
<td>1</td>
</tr>
<tr>
<td>VM addition</td>
<td>60</td>
</tr>
<tr>
<td>VM removal</td>
<td>1</td>
</tr>
<tr>
<td>Intra-router component migration</td>
<td>50</td>
</tr>
<tr>
<td>Inter-router component migration</td>
<td>120</td>
</tr>
<tr>
<td>Component size change</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: Weights of eight operations of reconfigurations

![Fig. 4. An example of fitness transition](image-url)
is the best in Fig. 5(e). These are because EvoVNFP can improve the individuals faster than RandImm and Conv, not only obtain the first feasible solutions faster. These results mean that EvoVNFP doesn’t have overhead in terms of the system-side/user-side performance.

V. CONCLUSION AND FUTURE WORK

In this research, we proposed a method called EvoVNFP for solving the dynamic VNF placement problem. EvoVNFP includes fine-grained changes of the objectives every period to facilitate fast adaptation. Also, when the requests arrive or depart, the objectives of EvoVNFP change without re-initialization of the population.

The results of the simulations show that EvoVNFP has smaller failure probability of finding feasible solutions, i.e. can follow the dynamics, and can reduce the adaptation time to successive objectives in comparison to conventional GA and random immigrant GA. Furthermore, EvoVNFP has virtually no overhead in terms of the performance.

Our future work includes further evaluations with different types of objective changes to measure adaptability of EvoVNFP and evaluate further metrics to show that EvoVNFP has good performance for solving the dynamic VNF placement problem.
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