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Abstract—What is the best way to evaluate the capacity of
a mobile core network with virtualization technologies and C/U
plane separation using SDN? How can we increase the capacity,
especially for accommodating massive M2M/IoT terminals? With
increasing demand for cellular networks, enhancing the capacity
of the mobile core networks is an urgent issue. In particular,
when it comes to accommodating M2M/IoT terminals for cellular
networks, the increasing load on the control plane of the mobile
core network, as well as user plane, becomes a serious problem.
While applying virtualization technologies such as SDN and NFV
is one possible solution, there are almost no existing works on
numerical or concrete evaluation of such solutions.

In this paper, on the basis of mobile core networks with
virtualized nodes and C/U plane separation, we first propose
a bearer aggregation method for decreasing the control plane
load to accommodate massive M2M/IoT terminals. We then show
our mathematical analysis of the performance of mobile core
networks based on a simple queuing theory. Specifically, we focus
on the effect of the node virtualization and C/U plane separation
and on the design parameters of the bearer aggregation.

The numerical evaluation results show that we can increase the
capacity of the mobile core network by up to 32.8% with node
virtualization and C/U plane separation, and by an additional
201.4% with bearer aggregation. We also explain that to maintain
the performance of the mobile core network, we should carefully
determine where the bearer aggregation is applied and when
the shared bearer for each UE is determined on the basis
of application characteristics and the number of M2M/IoT
terminals to be accommodated.

I. INTRODUCTION

Background. What is the best way to evaluate the capacity
of a mobile core network with virtualization technologies and
C/U plane separation using SDN? How can we increase the
capacity, especially for accommodating massive M2M/IoT ter-
minals? With increasing demand for cellular networks by rich
user terminals such as smartphones and by massive M2M/IoT
terminals [1], enhancing the capacity of the mobile core
networks is an urgent issue [2]. Some M2M/IoT communica-
tions have different characteristics from rich user terminals—
communication may occur periodically and intermittently with
small amounts of data while the number of terminals may be

enormous. In addition, many M2M/IoT terminals have almost
no mobility, and most of them only transmit data (i.e., no data
is received). Therefore, as more and more M2M/IoT terminals
are accommodated to the cellular networks, the load on the
mobile core networks increases, especially on the control plane
nodes.

Related work. For these reasons, various methods for
improving the capacity of M2M/IoT communications in the
mobile core network have been proposed. These existing
works, as well as the method proposed in this paper, are
listed in Table I. Studies [3], [4] show that applying net-
work function virtualization (NFV) to nodes of the mobile
core network decreases costs and signaling traffic. In [5]–
[8], applying software defined networks (SDN) to the mobile
core network and the virtualization of the nodes in a cloud
environment was studied. The effect of virtualization of the
mobility management entity (MME) node, which is one of
the mobile core network nodes, is evaluated in [5], and the
signal processing load in the MME is evaluated in [6].

In these studies, the authors argued that the utilization of
server resources can be improved and the cost can be decreased
by virtualizing nodes of the mobile core network and applying
SDN. However, signaling procedures for virtualized functional
modules and SDN control messages may increase in the
mobile core network. In particular, when accommodating an
enormous number of M2M/IoT terminals, the overhead on the
control plane nodes cannot be ignored, especially since such
terminals may be synchronized when sending data. However,
there has been almost no detailed evaluation of the trade-off
between applying SDN and the increased signaling overhead,
except that [7] evaluates the additional network traffic by
introducing SDN to mobile core network. Also, in these works,
the signal processing load is evaluated on the basis of the
number and size of messages sent and received by the MME,
but in actuality the processing load of a signaling message is
determined by many factors not necessarily related to just the
message size.



TABLE I: Comparison of methods: The characteristics of various existing evaluations and the proposed method.

[5], [6] [7], [8] Proposed

Qualitative discussion about applying SDN ✓ ✓ ✓
Evaluation of overhead due to virtualization and SDN ✓ ✓

Evaluation considering signal processing load ✓

Our previous studies. Our research group analytically
evaluated the signaling overhead and the load on the mobile
core network nodes in accommodating M2M/IoT terminals
when applying SDN and the bearer aggregation method at
SGW [9]. However, in [9], no detailed algorithm for the
bearer aggregation was determined. Furthermore, the bearer
aggregation can be applied to eNodeB, which differently
affects the aggregation efficiency and the additional overhead
on mobile core networks.

Contribution. The main contribution of this paper is as
follows.

1) Determine the detailed algorithm and signaling proce-
dure for the bearer aggregation method.

2) Propose an analysis method for evaluating the perfor-
mance of the mobile core networks on accommodating
massive M2M/IoT terminals.

3) Numerically evaluate the performance of the mobile
core network with node virtualization and C/U plane
separation with SDN.

4) Numerically evaluate the effect of the bearer aggregation
method.

5) Parameter design according to the characteristics of
M2M/IoT terminals.

Outline. In Section II of this paper, we explain the model
of the mobile core network for performance evaluation. In
Section III, we discuss the details of a bearer aggregation
method. In Section IV, we present our mathematical analysis
of the performance of the mobile core network. In Section V,
we provide extensive numerical evaluation results, and in
Section VI, we present our discussion based on these results.
We conclude in Section VII with a brief summary and mention
of future work.

II. NETWORK MODEL

Here, we explain the network model and signaling flow in
the model.

A model of the mobile core network is shown in Fig. 1(a).
This model consists of user equipments (UEs), eNodeBs,
SGW/PGW, MME, a home subscriber server (HSS), and a
policy and charging rules function (PCRF). We assume that
MME, HSS, and PCRF, which are control plane nodes in the
mobile core network, are located in the cloud environment.
SGW/PGW is separated into SGW/PGWc and SGW/PGWd,
which correspond to a control plane node and a user plane
node, respectively. SGW/PGWc is installed in the cloud envi-
ronment and SGW/PGWd is located at the transport network.
SGW/PGWd has a GTP module [8] that is a matching function
of the GPRS tunneling protocol (GTP) bearers established

at the SGW. This module can prevent data packets from/to
UEs from passing through the SGW/PGWc in the cloud
environment [8]. In these ways, we applied C/U separation
to the mobile core network.

Figure 1(b) shows the signaling flow when a UE changes
its state from idle to active and makes a request to start a
communication. The figure includes the number of statements
of programs executed by each node for processing the sig-
naling messages. The number of statements was obtained by
analyzing the source code of OpenAirInterface (OAI) [10],
a software application of the LTE/EPC network written in
C. The last two signaling messages (“Route Setting” and
“GTP Setting”) cannot be found in the original signaling flow
but are required for data path setting and for achieving the
matching of an S1 bearer and an S5/S8 bearer at SGW/PGWd.
We determine the number of statements for processing these
messages from similar procedures in OAI.

As shown in Fig. 1, when a UE starts the communication,
many signaling messages are exchanged between the control
plane nodes. As a result, a bearer between eNodeB and SGW
(S1–u bearer) and between SGW and PGW (S5/S8 bearer)
are established for sending and receiving data packets by the
UE. Since these bearers are established for each UE, as the
number of M2M/IoT communications increases, the load on
the mobile core network would increase.

III. BEARER AGGREGATION METHOD

A. Overview

The bearer aggregation method reduces the load on mobile
core network nodes by having one bearer shared by multiple
UEs―a direct contrast to the current mobile core networks,
where a single bearer corresponds to a single UE.

An illustration of the bearer aggregation method is given
in Fig. 2(a). At the node where the aggregation method is
applied, called an aggregation point, bearers from a group of
UEs are aggregated into a single shared bearer. For example,
in Fig. 2(a), when the aggregation point is a SGW and it
aggregates multiple S1–u bearers between an eNodeB and
the SGW into a single S5/S8 bearer between the SGW and
a PGW, packets from UE1, UE2, and UE3 passing through
their S1–u bearers are injected into a shared S5/S8 bearer
to be transmitted to the PGW. By this mechanism, the CPU
utilization for handling signaling messages and the memory
usage of the node are reduced by decreasing the number of
concurrent bearers at the node.

B. Virtual IMSI

In order to realize the bearer aggregation method, we
introduce the concept of a virtual International Mobile Sub-
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Fig. 1: (a) Network Model: Assuming that node virtualization
and C/U plane separation with SDN are applied. (b) Signaling
Flow: Required for a bearer establishment by each UE.

scriber Identity (vIMSI) that associates with a shared bearer, in
contrast to a normal IMSI, which is assigned uniquely to each
UE and corresponding bearer. MME handles the matching
between IMSIs and vIMSIs by maintaining an IMSI table
(Fig. 2(b)) that represents the current status of the bearer
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Fig. 2: (a) Bearer Aggregation: Bearers from a group of UEs
are aggregated into a single shared bearer. (b) IMSI table:
MME handles the matching between IMSIs and a vIMSI.

aggregation.
In the signaling flow shown in Fig. 1(b), from when the

flow begins to when a “NAS Security Mode” message is
sent from a UE to an MME, the signaling messages include
only a normal IMSI that corresponds to the UE. When an
“NAS Security Mode” response message arrives at the MME,
the MME searches the IMSI table to locate a vIMSI that
corresponds to the UE. Then, in the following signaling flow,
signaling messages include both of the normal IMSI for the
UE and the vIMSI for the shared bearer. In addition, the MME
notifies PCRF of the correspondence between the IMSIs and
vIMSIs when it updates the IMSI table.

C. Design Options

The bearer aggregation method has two design parameters.
One is on which node the aggregation is applied and the other
is when a group of UEs for a shared bearer is determined.

1) Aggregation Points:
a) Aggregation at SGW: Multiple S1–u bearers between

an eNodeB and a SGW are aggregated into a single S5/S8
bearer between the SGW and a PGW. The number of Modify
Bearer req/res. messages and Create Bearer req/res. mes-
sages for creating S5/S8 bearers then decreases.

Since an S5/S8 bearer is maintained while a UE is attached
to the network, the bearer aggregation at SGW does not have
much influence on the protocol regarding the establishment
and release of S5/S8 bearers.

b) Aggregation at eNodeB: Multiple radio bearers be-
tween UEs and an eNodeB are aggregated into a single S1–u
bearer between the eNodeB and a SGW. The number of S5/S8
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Fig. 3: (a) Pre-determined Aggregation: The first UE (UE1)
establishes a shared bearer. (b) On-demand Aggregation: A
shared bearer is established when the communication request
from all UEs in a group arrives.

bearers is also reduced, as an S1–u bearer and an S5/S8 bearer
have a one-to-one relationship. Consequently, the reduction of
the signaling overhead by the aggregation at SGW can be
realized. Additionally, the number of Initial Context Setup
req/res. messages for establishing S1–u bearers decreases.

However, we believe that this aggregation significantly
affects the protocol. In the current mobile core networks,
an S1–u bearer and corresponding radio bearer are released
simultaneously when a UE becomes idle. In contrast, when
the aggregation at eNodeB is applied, a shared S1–u bearer
should be maintained until all UEs in the group for the shared
bearer become idle.

2) Aggregation Timing:
a) Pre-determined Aggregation: The group of a UE for

bearer aggregation is determined when the UE attaches to
the network. The assignment of a vIMSI by MME and the
notification to the PCRF are conducted after that.

Figure 3(a) shows a timeline of the signal processing at
the MME with a pre-determined aggregation method. Vertical
dashed lines represent the arrivals of the communication
requests from a group of UEs. When the first UE (UE1 in
the figure) arrives, the corresponding shared bearer is estab-
lished (Bearer Establishment in the figure). Therefore, the
following UEs (UE2...UEK) do not require the establishment
procedure of the shared bearer. However, the data path setting
to data plane nodes is necessary for each UE.

b) On-demand Aggregation: The group of a UE for
bearer aggregation is determined when the UE becomes ac-
tive and the communication request is issued, not when the
UE attaches to the network. Therefore, notification to the

PCRF occurs every time the UE begins the communication.
Figure 3(b) shows an example of the on-demand aggregation
method in action. Each UE waits for the communication re-
quests from all UEs in the group to arrive. Then the assignment
of vIMSI, notification to PCRF, and the establishment of the
shared bearer are conducted. Note that this method requires
only one data path setting procedure for the whole group of
UEs. However, UEs experience a waiting time from when the
communication request occurs to when the shared bearer is
established.

IV. PERFORMANCE ANALYSIS

In our performance analysis, we calculate the average of
the bearer establishment time, which is defined as the time
when the signaling flow starts to when it ends, as shown in
Fig. 1(b), assuming the network model in Fig. 1(a).

A. Notations

N is a general representation of a node and V is a set
of nodes in the network model. For the individual node,
we abbreviate UE, eNodeB, MME, and SGW/PGW as U ,
B, M , and G, respectively. Gc, Gd, and Gg respectively
represent a control plane node, a data plane node, and a GTP
module for SGW/PGW. The propagation delay of signaling
messages between nodes N1 and N2 is denoted by τN1,N2 .
The average processing time for a signaling message at node
N is denoted by tN . CN1,N2 means the number of signaling
messages transmitted from N1 to N2 in Fig. 1(b). The number
of messages processed at node N in the signaling flow is
denoted by PN . nN represents the number of nodes N in
the network. AN is the server performance of node N in
terms of the number of statements that can be processed per
second. LNi is the number of statements for processing the
ith signaling message at node N . Note that N , N1, and N2

mean one of U , B, M , Gc, Gd, and Gg .
We assume that each UE starts the communication at regular

intervals of D, which is called a communication period of a
UE. K represents aggregation level in the bearer aggregation,
which means the number of UEs in each group (K = 3 in
Fig. 2).

B. Bearer Establishment Time

The bearer establishment time T is the sum of propagation
delay of all signaling messages Tτ , the processing time for all
messages Tt, and the waiting time required when using on-
demand aggregation Tw. We derive the bearer establishment
time by Eq. (1), as Equation (1).

T = Tτ + Tt + Tw

=
∑

N1,N2∈V
(CN1,N2τN1,N2) +

∑
N∈V

(PN tN ) + Tw, (1)

where Tw is calculated by Eq. (2) on the basis of the
communication period of a UE, the number of UEs attached
to the network, and the aggregation level.

Tw =

{
KD
2nU

(Aggregation at SGW)
KDnB

2nU
(Aggregation at eNodeB)

(2)



C. Processing Time

To derive the processing time tN , we exploit the M/G/1/PS
queuing model. In the M/G/1/PS model, the mean sojourn time
E[R] can be derived as

E[R] =
ρr

1− ρ

E[S2]

2E[S]
+

1− ρr

1− ρ
E[S], (3)

where λ is the job arrival rate, S(x) is the workload distribu-
tion, E[S] is the mean workload, r is the maximum number of
parallel processing, and ρ = λE[S] is the system utilization.

In the analysis, we use the number of signaling messages
to be processed per unit time at node N as the job arrival
rate. The time distribution for processing signaling messages
at node N is used for the workload distribution, SN . Then,
the mean workload E[SN ] can be calculated for node N on
the basis of the average number of statements for processing
signaling messages and the server performance. Therefore,
λN , E[SN ], and E[S2

N ] are derived as

λN =
PNnU

DnN
,

E[SN ] =

PN∑
i=1

LNi

ANPN
,

E[S2
N ] =

PN∑
i=1

L2
Ni

A2
NPN

.

V. NUMERICAL EVALUATION

In this section, we show the numerical results of the analysis
in Section IV for evaluating the effect of the bearer aggregation
method discussed in Section III.

A. Evaluation Candidates and Parameter Settings

We evaluate the performance of four different bearer ag-
gregation methods that combine aggregation point and ag-
gregation timing. For comparison purposes, we also evaluate
the performance of a model without bearer aggregation. The
notations for these methods are as follows.

• NA: no aggregation
• PA–SGW: pre-determined aggregation at SGW
• OA–SGW: on-demand aggregation at SGW
• PA–eNB: pre-determined aggregation at eNodeB
• OA–eNB: on-demand aggregation at eNodeB
The communication period of a UE is set to 600 seconds.

The network model has 2,000 eNodeBs, one MME, one
SGW/PGWc, one SGW/PGWd, and one GTP module. We
change the number of UEs to be attached to the network
while each eNodeB has an identical number of UEs to be
accommodated. The propagation delays of signaling messages
between nodes are configured as follows.

• UE–eNodeB: 20 msec
• eNodeB–SGW/PGWd: 7.5 msec
• eNodeB–MME, SGW/PGWc: 10 msec
• SGW/PGWd–SGW/PGWc: 10 msec
• MME–SGW/PGWc: 1 msec
• GTP module–SGW/PGWd: 1 msec

The default values of the server performance of nodes in the
network model are as follows.

• UE: 3,000 statements/sec
• eNodeB: 1,500 statements/sec
• MME: 3,000,000 statements/sec
• SGW/PGWc: 3,000,000 statements/sec
• SGW/PGWd: 3,000,000 statements/sec
• GTP module: 600,000 statements/sec

These values were determined on the basis of discussions with
researchers from one of the mobile network operators in Japan,
assuming a nation-wide mobile core network.

We assume that when we apply server virtualization, the
server performance located in the cloud environment (MME
and SGW/PGWc) is optimized so that the load of the servers
becomes identical, while the sum of the server performance is
kept unchanged from the default values mentioned above.

The number of statements for processing each signaling
message in the signaling flow in Fig. 1(b) is determined on
the basis of the source code of OAI. Note that we ignore
the number of statements for maintaining and searching the
IMSI table in the bearer aggregation because we assume it is
sufficiently smaller than that for other signaling messages.

B. Evaluation Results

1) Effect of Aggregation Level: Figure 4 shows the relation-
ship between the number of accommodated UEs and the bearer
establishment time when the pre-determined aggregation at
SGW and on-demand aggregation at eNodeB are applied. In
the figure, K = i indicates the results when the aggregation
level K is set to i. NA (unoptimized) means that the server
performance of MME and SGW/PGWc is set to the default
values and is not optimized. Other results are obtained with the
optimization of server performance. As shown in the figure,
when the number of UEs reaches a certain value, the bearer
establishment time increases sharply. This is because the load
of one of the nodes in the network becomes 100%. In what
follows, we use that number of UEs as the capacity of the
network. When we compare NA (unoptimized) K=1 and NA
K=1, we see that the network capacity increases by 32.8%
with server performance optimization.

We can also see from the figure that the network capacity
further increases by applying a bearer aggregation method
(K > 1). The performance gain is up to 181.8% when we
compare NA K=1 and PA-SGW K=1024. This is because the
bearer aggregations reduce the number of signaling messages
to be processed by MME and SGW/PGWc, which in turn
decreases the server load. However, when the aggregation level
becomes higher than 64, the network capacity remains almost
unchanged. This is because the signaling overhead that can be
removed by the bearer aggregation becomes small enough to
be ignored. In the following evaluation, the aggregation level
is set to 64.

Figure 4(b) shows that when applying the on-demand ag-
gregation at eNodeB, the bearer establishment time becomes
significantly large. This is caused by the waiting time shown
in Fig. 3(b). Equation (2) shows that the waiting time is
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Fig. 4: Evaluation Results: The network capacity increases
by applying a bearer aggregation method.

proportional to the aggregation level and inversely proportional
to the number of accommodated UEs. Therefore, when the
aggregation level decreases or when the number of accommo-
dated UEs increases, the bearer establishment time decreases.

2) Effect of Aggregation Point: Figure 5 shows the relation-
ship between the number of accommodated UEs and the bearer
establishment time to compare the performance of the bearer
aggregation at SGW and the bearer aggregation at eNodeB.
Figures 5(a) and 5(b) plot the results of the pre-determined
aggregation and the on-demand aggregation, respectively.

As shown in Fig. 5(a), with the pre-determined aggregation,
the aggregation at eNodeB outperforms the aggregation at
SGW in terms of the network capacity and the bearer es-
tablishment time. This is because the aggregation at eNodeB
can reduce the number of bearers and corresponding signaling
messages more than the aggregation at SGW. Figure 5(b)
shows that with the on-demand aggregation, the aggregation at
eNodeB also gives higher network capacity, but with a much
larger bearer establishment time. This is because of the long
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Fig. 5: Effect of aggregation point: The aggregation at eN-
odeB increases the network capacity more than the aggregation
at SGW.

waiting time with the on-demand aggregation.
3) Effect of Aggregation Timing: Figure 6 shows similar

results to compare the pre-determined aggregation and the on-
demand aggregation. Figures 6(a) and 6(b) plot the results of
the aggregation at SGW and at eNodeB, respectively.

As shown in Fig. 6(a), the pre-determined aggregation gives
slightly smaller bearer establishment time but at the cost of a
smaller network capacity. In addition, when the number of
accommodated UEs is small, the bearer establishment time of
the on-demand aggregation is large due to the waiting time. In
contrast, Fig. 6(b) shows that with the aggregation at eNodeB,
the negative effect of the waiting time becomes apparent when
the on-demand aggregation is applied. This is because of the
larger waiting time, as discussed in Subsection V-B2.

VI. DISCUSSION

The results described in Subsection V-B2 demonstrate that
the bearer aggregation at eNodeB outperforms the bearer
aggregation at SGW in terms of the network capacity. This
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Fig. 6: Effect of aggregation timing: The on-demand aggre-
gation outperforms the pre-determined aggregation in terms of
network capacity.

is because the bearer aggregation at SGW only reduces the
number of S5/S8 bearers, while the bearer aggregation at
eNodeB reduces the number of both S1–u and S5/S8 bearers.
Therefore, the load of the network nodes is smaller when
applying the bearer aggregation at eNodeB than when applying
it at SGW. For the same reason, as shown in Fig. 5(a), with
the pre-determined aggregation, the bearer establishment time
is smaller when applying the aggregation at SGW than when
applying it at eNodeB. For supporting these discussions, Fig. 7
shows the change in the total processing time for signaling
messages (Tt in Eq. (1)) with the on-demand aggregation as
a function of the number of accommodated UEs. We can see
from the figure that the aggregation at eNodeB has a smaller
total processing time than the aggregation at SGW. However,
especially when the number of UEs is small in the on-demand
aggregation, the effect of the waiting time has a larger effect
on the bearer establishment time.

The results described in Subsection V-B3 demonstrate that
the on-demand bearer aggregation has larger network capacity
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Fig. 7: Processing time comparison: The on-demand aggre-
gation at eNodeB outperforms the on-determined aggregation
at SGW in terms of processing time.

than the pre-determined bearer aggregation. This is because
the pre-determined aggregation requires a data path setting
for each UE, while the on-demand aggregation requires only
one setting for a group of UEs. On the other hand, the on-
demand aggregation method increases the MME load due to
the process of determining vIMSI and corresponding shared
bearer for a group of UEs at the start of communication.
However, because the amount of the overhead is inversely
proportional to the aggregation level, when the aggregation
level exceeds a certain value, the total load of the nodes located
in the cloud environment (MME and SGW/PGWc) decreases.

The difference of the pre-determined and the on-demand
aggregation affects the efficiency of the shared bearers. Since
UEs in a certain group do not always communicate at the
same time, the efficiency of the shared bearers with the pre-
determined aggregation varies according to UE’s communica-
tion frequency. In contrast, with the on-demand aggregation,
we can achieve high efficiency since the shared bearer is estab-
lished only when the number of UEs reaches the aggregation
level.

In this paper, we assume that UEs do not have any mobility
and no handover occurs. When we consider the mobility of
UEs, additional signaling messages are required for leaving the
current shared bearer, re-assigning a new shared bearer, and
handling corresponding vIMSIs for the handover UEs. From
this viewpoint, the aggregation at SGW is preferable since it
does not affect the handover procedure, while it significantly
affects the signaling procedure of the aggregation at eNodeB,
since UE’s handover changes which eNodeB to connect. Also,
the efficiency of the shared bearer would degrade, since the
number of UEs in the shared bearer decreases due to the
handover.

From the above discussion, we can determine the recom-
mended combination of aggregation points and timing depend-
ing on the number of UEs and the mobility of UEs. Table II
summarizes the relationships among the characteristics of UEs,



TABLE II: Recommended setting and obtained performance: Varies according to the characteristics of UEs.

UEs’ characteristics Aggregation point Aggregation timing Required modification Bearer establishment time Network capacity
high mobility SGW pre-determined small (MME) large low
massive, high mobility SGW on-demand small (MME) large medium
low/no mobility eNodeB pre-determined large (UE, eNodeB and MME) small high

preferable aggregation points and timing, required modifica-
tion to the mobile core network nodes, and resulting bearer
establishment time and network capacity. Note that this table
does not include the aggregation level, since the desired value
remains unchanged regardless of the aggregation method.

VII. CONCLUSION

In this paper, we evaluated the performance of a mobile core
network with node virtualization and C/U plane separation
with SDN. We further proposed a bearer aggregation method
that decreases the signaling overhead, which is of particular
value for massive M2M/IoT terminals.

The conclusions of this paper are as follows.
1) Determined a detailed algorithm and signaling procedure

for the bearer aggregation method (Section III).
2) Presented an analysis for evaluating the performance of

the mobile core networks (Section IV).
3) Exhibited numerical results showing that the network

capacity is increased by up to 32.8% with node virtual-
ization and C/U plane separation with SDN (Fig. 4(a)).

4) Numerically revealed that the network capacity is further
enhanced by 201.4% by the bearer aggregation with
appropriate aggregation point and timing (Figs. 4, 5, 6).

5) Discussed appropriate settings for the aggregation
method in accordance with the characteristics of
M2M/IoT terminals (Table II).

In future work, we plan to evaluate the effect of virtualiza-
tion and C/U plane separation at eNodeB. We will also extend
our discussion to compare the conventional bearer-based mo-
bile core network with packet-routing-based networks that do
not use bearers.
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