
Master’s Thesis

Title

Evolutionary Network Power-Saving Method

based on Pareto Optimal Control

Supervisor

Professor Masayuki Murata

Author

Yosuke Akishita

February 9th, 2018

Department of Information Networking

Graduate School of Information Science and Technology

Osaka University



Master’s Thesis

Evolutionary Network Power-Saving Method

based on Pareto Optimal Control

Yosuke Akishita

Abstract

The power consumption of networks has been increasing as the service over the Internet be-

comes popular. Many methods to reduce the power consumption have been proposed. The power

consumption of networks can be saved by shutting down unnecessary network devices, following

the changes in the traffic demands; when the traffic demands are small, only a small number of

nodes are required to be powered on to accommodate the traffic. On the other hand, when the traf-

fic demands become large, more nodes should be powered on to accommodate the traffic without

congestion.

These methods minimize power consumption considering the number of powered-on nodes

and the maximum link utilization as constraints. However, the actual network should satisfy mul-

tiple objectives. One of the important objectives is the reliability. The reliability may be degraded

by powering-off links. For example, the network, some of whose nodes are shut down, can be

disconnected in case of failures. In this case, the network service becomes unavailable until the

connectivity is repaired by powering up links or nodes. But powering up the nodes takes a time.

Therefore, we propose a network power saving method that handles multiple complex objec-

tives, following the environmental changes such as traffic fluctuations and failures. Our method

calculates a set of Pareto optimal solutions (Pareto front) to consider all of these objectives. Then

our method select a solution whose power consumption is the smallest among the solution on the

Pareto front satisfying required performance and reliability.

In our method, the Pareto front should be updated so as to follow the environmental fluctuation.

If traffic rate does not change significantly and no failure occurs, the Pareto front for the current

time slot is close to the Pareto front of the previous time slot. However, if sudden environmental

changes occur, the previous Pareto front will be far from the true Pareto front after the change.
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Even in this case, an appropriate Pareto front should be obtained as soon as possible, because the

suitable network configuration cannot be obtained unless an appropriate Pareto front is obtained.

Therefore, we propose a method to accelerate the calculation of the Pareto front. In this method,

we introduce the evolvable solutions (ES) which are the solutions with high evolvability. By

calculating the Pareto front from the solutions in the previous Pareto front and ES, an appropriate

Pareto front can be obtained in a small number of generations.

We evaluate our method by simulation, and demonstrate that our method reduces the power

consumption without violating the constraints, following the traffic changes. In addition, we also

demonstrate that our method can satisfy the constraints within about 4 generations and save power

consumption within about 650 generations even in the case of the sudden traffic changes.
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1 Introduction

Network traffic has been increasing as the service over the Internet such as streaming and cloud

service becomes popular [1], and the power consumption of networks has also been increasing [2,

3]. The power consumption has become one of the important problems in networks.

The power consumption of networks can be saved by shutting down unnecessary network

devices, following the changes in the traffic demands; when the traffic demands are small, only a

small number of nodes are required to be powered on to accommodate the traffic. On the other

hand, when the traffic demands become large, more nodes should be powered on to accommodate

the traffic without congestion.

Many methods to reduce the power consumption have been proposed [4–7]. Wei et al. formu-

lated the optimization problem considering SDN/IP hybrid routing mode to minimize the number

of powered-on links under the constraints that the link load does not exceed the threshold of link

capacity [4]. They also proposed a heuristic algorithm that finds the optimal setting of OSPF link

weight and splitting ratio of SDNs to solve the problem. The method proposed by Amaldi et al.

sets the OSPF link weights so that the energy consumption is minimized by solving the Mixed

Integer Linear Problem (MILP) periodically [5]. Chiaraviglio et al. also formulated the MILP that

minimizes the number of powered-on nodes under the constraints that the full connectivity should

be kept and maximum link utilization should be less than the predefined threshold [6]. They also

proposed a heuristic method to solve the problem.

These methods minimize power consumption considering the number of powered-on nodes

and the maximum link utilization as constraints. However, the actual network should satisfy mul-

tiple objectives. One of the important objectives is the reliability. The reliability may be degraded

by powering-off links. For example, the network, some of whose nodes are shut down, can be

disconnected in case of failures. In this case, the network service becomes unavailable until the

connectivity is repaired by powering up links or nodes. But powering up the nodes takes a time.

One approach to considering such multiple objectives is to solve the optimization problem in-

cluding them as the constraints; a network is configured so as to minimize the power consumption

under the constraints that the delay should be less than a predefined threshold and the number of

distinct paths on the powered-on paths should be larger than the predefined value. However, this

approach has the following problems. The first problem is calculation time; it takes a long time
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to solve the optimization problem; the optimization problem includes as many binary variables as

the number of links. Some of the objective functions are non-linear and complex. A large calcula-

tion time may cause the difficulty in configuring the network following the traffic changes. Thus,

we need a heuristic method that can obtain the suitable solution immediately after traffic change

occurs.

Another problem is caused by that this approach includes only a single objective function; a

solution obtained by this approach minimizes only one objective function, but does not minimize

the others. For example, let us consider the case that the network operator wants to configure

the network so that the power consumption is minimized under the constraint that the required

bandwidths can be provided for all node pairs. In this case, there may be multiple solutions that

minimize the power consumption and satisfy the constraint. The solution that maximizes the pro-

vided bandwidth for each node pair among such multiple solutions is preferable. However, the

optimization problem that minimizes the power consumption under the constraint of the provided

bandwidth cannot obtain such a solution. By setting the objective functions to the weighted sum

of multiple objective functions, all of the objective functions may be considered. However, this

approach also cannot solve the problem; the optimization problem with the weighted sum of mul-

tiple objectives may be even unable to obtain the solution that minimizes the energy consumption,

because it only minimizes the weighted sum of multiple objectives.

A suitable solution considering multiple objectives is a Pareto optimal solution. Pareto opti-

mal solutions are the solutions that cannot be improved in any of the objectives without degrading

at least one of the other objectives. There are several methods to save the power consumption

by obtaining the Pareto optimum solutions. Gomes et al. proposed a method to deploy virtual

machines considering the Pareto optimum solutions of bandwidth and power consumption, and

demonstrated that this method improves the available bandwidth and power efficiency [8]. Za-

heeruddin et al. also proposed a method to control multicast routes by obtaining the Pareto opti-

mum solution of QoS and power efficiency in wireless networks [9]. However, these methods do

not consider the environmental changes. When the traffic changes, the Pareto optimum solutions

changes. Failures of nodes also cause the change of the Pareto optimum solutions. Therefore,

the Pareto optimum solutions should be updated immediately and network should be reconfigured

based on the updated Pareto optimum solutions, following such changes.

In this thesis, we propose a network power saving method that handles multiple complex
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objectives, following the environmental changes. In our method, we store candidate network con-

figurations and evolve them so as to follow the environmental changes in the network. Then, we

select the network configuration that minimizes the energy consumption and satisfies the require-

ments from the candidate network configurations.

In the above steps, we evolve the candidate network configurations based on the Multi-Objective

Evolutionary Algorithms (MO-EA) [10–15], which calculate the set of the Pareto optimum solu-

tions, which is called the Pareto front, by evolutional algorithm. Though these papers use evo-

lutional algorithms to obtain the Pareto front for a given case and evolve the solutions without

changing the environment, we evolve the solutions from those of the previous time slot at each

time slot. By doing so, we adapt the set of solutions so that they become the Pareto front for the

current time slot, following the changes.

In our approach, the computational complexity and the number of the generations required to

achieve suitable solutions are important; it may take a long time to achieve the suitable solutions if

they are large, which causes a large time to recover the performance of the network after the traffic

changes or failures occur. Therefore, we discuss methods to achieve suitable solutions immedi-

ately. In this thesis, we accelerate the evaluations of the solutions by encoding the information

required by the evaluations, because the evaluation of solutions takes most of time in each genera-

tion in our method. We also shape the evolution strategy to generate the suitable solutions for the

current time slot considering the objectives.

However, when sudden environmental changes occur, the number of generations required to

achieve an appropriate solution increases especially in a large network. This is because the actual

Pareto front after the change becomes far from the previous Pareto front. Therefore, we propose

a method to achieve an appropriate Pareto front in a small number of generations even in such

cases. In this method, we generate Evolvable Solutions (ES), which is the solutions with high

evolvavility. The solution with high evolvability accelerates the evolution process. Thus, the ES

promotes the evolution and reduces the generation required to achieve an appropriate Pareto front.

Mengistu et al. proposed a method to generate the solutions with high evolvabiliy, called

Evolvability Search [16]. Evolvability Search generates the solutions with high evolvability by

the evolutional algorithm selecting solutions with higher Evolvability as fitness. In Evolvability

Search, the evolvability is quantified as the number of unique individuals among offspring gen-

erated from the individual to be evaluated. Mengistu et al. applied Evolvability Search to the
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robotics, and demonstrated that Evolvability Search generates solutions with higher evolvability

than those generated by the conventional objective-based search algorithm. In this thesis, we in-

troduce Evolvability Search to generate the ES, and use it as initial solutions with the previous

Pareto front to achieve appropriate solutions quickly even after the sudden changes.

The rest of this thesis is organized as follows. Section 2 explains related work, and Section 3

proposes a method to save power consumption that handles the environmental changes based on

MO-EA. We accelerate our method in Section 4. We evaluate our method in Section 5. Finally we

conclude this thesis in Section 6.
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2 Related work

2.1 Network power saving

Power consumption of networks can be saved by shutting down nodes and links. Many methods

to reduce the power consumption have been proposed [4–7].

Wei et al. formulated the optimization problem considering SDN/IP hybrid routing mode to

minimize the number of powered-on links under the constraints that the link load does not exceed

the threshold of link capacity [4]. They proposed a heuristic algorithm that optimizes OSPF link

weight of IP routers and traffic flow splitting ratio of SDN enabled switch. The algorithm enables

traffic flow to be aggregated onto partial links and the underutilized links can be turned off.

Amaldi et al. proposed a method to minimize power consumption under the constraint that

network congestion is avoided [5]. The method proposed by Amaldi et al. sets the OSPF link

weights and shutting down unused devices so that the energy consumption is minimized by solving

the Mixed Integer Linear Problem (MILP) periodically.

Chiaraviglio et al. also formulated the MILP that minimizes the number of powered-on nodes

under the constraints that the full connectivity should be kept and maximum link utilization should

be less than the predefined threshold [6, 7]. They also proposed a heuristic method to solve the

problem. This method searches the node that can be shut down first because shutting down a node

saves more energy than shutting down a link.

Giroire et al. proposed a method to reduce power consumption in a network composed of

routers whose function can remove redundant traffic [17, 18]. By using the function to remove

redundant traffic, the bandwidth that the network can provide can be improved. However, this

function increases the power consumption of the router [17]. Therefore, they propose a method to

decide which router to operate this function, considering the link that can sleep [18].

These methods minimize power consumption considering the number of powered-on nodes

and the maximum link utilization as constraints. However, the actual network should satisfy mul-

tiple objectives. One of the important objectives is the reliability. The reliability may be degraded

by powering-off links. For example, the network, some of whose nodes are shut down, can be

disconnected in case of failures. In this case, the network service becomes unavailable until the

connectivity is repaired by powering up links or nodes. But powering up the nodes takes a time.

Therefore, we propose a network power saving method that handles multiple complex objectives,

11
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Figure 1: Pareto optimal solutions

following the environmental changes such as traffic fluctuations and failures.

2.2 Multi-objective optimization problem

2.2.1 Multi-objective evolutionary algorithm

Pareto optimal solutions and Pareto front In multi-objective optimization problems, it is im-

possible to obtain a complete optimal solution to all of the given objective functions, because the

objective functions compete with each other. Therefore, the Pareto solutions are obtained. x∗ is a

Pareto optimal solution when there is no x that satisfies Eqs. (1) and (2).

fi(x) ≤ fi(x
∗) ∀i = 1, ..., p (1)

fi(x) < fi(x
∗) ∃i ∈ {1, ..., p} (2)

where fi(x) is ith objective function. In general, there are a number of Pareto optimal solutions,

and these solutions form surface which is called Pareto front.
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Calculation of Pareto optimal solutions based on the evolutional algorithm MO-EA obtains

the Pareto optimal solutions by an evolutional algorithm [19]. In MO-EA, solutions are coded as

a gene. MO-EA evolves the genes by using the mutation and crossover operators so that the genes

approach to the Pareto optimal solutions.

MO-EA performs the following steps.

1. Initialization : generate N individuals, and denote the set of individuals as P .

2. Evaluation : rank the individuals based on the non-dominated sort, and calculate the density

in each rank.

3. Generation of offspring : generate N offspring by manipulating genes (selection, crossover,

and mutation), and denote them as Q

4. Replacement of the old solutions : update P to N solutions selected from P ∪Q, and save

the solutions in rank 1 to Pareto archive.

5. Finish of determination : End when the end conditions are satisfied. Then, the solutions in

Pareto archive form the Pareto front. Go back to Step.3 otherwise.

MO-EA ranks the individuals by using non-dominated sort [19]. When a solution A is superior

to another solution B in all objective functions, the solution A dominates the solution B. The

non-dominated sort ranks the solutions based on the number of dominating solutions. The non-

dominated sort procedures are summarized as follows.

1. Initialize n to 1.

2. For each solution, count the number of the solutions dominating the solution, and the num-

ber of the solutions dominated by the solution.

3. For each solution that is not included in the lists, if the number of solutions dominating the

solution is 0, add it to the lists Fn.

4. For each solution, subtract 1 from the number of the solutions dominating the solution if the

solution is dominated by the solutions in Fn.

5. End if the number of the solutions that are not included in any lists is 0. Otherwise, incre-

ment n and go back to Step 2.

13



After the above steps, the list of Fn includes the solutions of the rank n.

Priorities between the individuals with the same rank are determined by using crowding dis-

tance [19]. Crowding distance cx is a metric indicating the density of the individuals near the

individual x, and is defined by

cx =


∞ max or min on

any criteria of x∑
m

fm(Inextm (x))−fm(Iprevm (x))
fmax
m −fmin

m
otherwise

(3)

where Iprevm (x) is the individual whose value of the mth objective function is the largest among

the individuals whose values are smaller than the value of x, and Inextm (x) is the individual whose

value of the mth objective function is the smallest among the individuals whose values are larger

than the value of x. fmax
m is the maximum value of the mth objective function, and fmin

m is the

minimum value of mth objective function. By selecting the solution with a large cx, we select the

solutions that are different from the other solutions.

2.2.2 Application of Multi-objective optimization problem

Kessaci et al. proposed a method to optimize the three objectives of scheduling High Performance

Computing (HPC) application, energy consumption, CO2, provider’s profit [10]. In that method,

the Pareto front, which is a set of Pareto optimal solutions, is derived by using Multi-Objective

Evolutionary Algorithms (MO-EA) [11–13, 20]. Then, they select one solution according to a

certain selection criterion from the Pareto front. They simulated their method and the result shows

that their method enables scheduling to increase the profit of providers while suppressing power

consumption and CO2 emissions.

In the renewable energy system, Ahmadi et al. formulated minimization of the total cost

rate of the system and maximization of the exergy efficiency of the system as a multi-objective

optimization problem [14]. They showed that the Pareto front obtained by MO-EA method can

determine the best design parameters for the system.

Wang et al. formulated 12 kinds of design problems in the water supply system that consider

the cost and the performance [15]. Then they use five MO-EA methods to each problem and

compare solutions. The result shows that Nondominated Sorting Genetic Algorithm-II (NSGA-

II) [21] yielded the best among the five method of MO-EA. NSGA-II ranks the individuals in the
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group and selects individuals based on elitist principles.

As described above, the methods for obtaining a Pareto front and selecting an appropriate solu-

tion among them are applied in various fields. In this thesis, we apply multi-objective optimization

problem to network power saving control.

There are several methods to save the power consumption in networks by obtaining the Pareto

optimum solutions. Gomes et al. proposed a method to deploy virtual machines considering

the Pareto optimum solutions of bandwidth and power consumption, and demonstrated that this

method improves the available bandwidth and power efficiency [8]. Zaheeruddin et al. also pro-

posed a method to control multicast routes by obtaining the Pareto optimum solution of QoS and

power efficiency in wireless networks [9].

However, these methods do not consider the environmental changes. When the traffic changes,

the Pareto optimum solutions change. Failures of nodes also cause the change of the Pareto op-

timum solutions. Therefore, the Pareto optimum solutions should be updated immediately and

network should be reconfigured based on the updated Pareto optimum solutions, following such

changes. We use MO-EA in order to calculate an appropriate solution following the environmental

fluctuations.

2.3 Evolvability Search

The evolvability is one of the important elements in the evolution of living things, in addition to

accelerating the evolution process as a whole, The evolvability gives benefits to species by avoid-

ing extinction or establishing a new niche [22]. In general, the evolvability is not required if the

fitness function is static, and degrades the performance of the evolutionary algorithms. However,

the evolvability is important in the case of dynamically changing conditions.

Mengistu et al. proposed the method called Evolvability Search, which creates solutions with

high evolvability [16]. Evolvability Search directly selects solutions with higher evolvability by

using the evolvability as the fitness in the evolutionary algorithms. Mengistu et al. approximated

the evolvability by the individual’s capacity to generate future phenotypic variation which is quan-

tified by the number of unique behaviors.

In Evolvablity Search, the evolvability of the individual i is determined by the following pro-

cedure.
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1. Select individuals j randomly.

2. Manipulate genes with individual i and individual j to generate individuals k and l.

3. Determine whether individuals k and l are unique individuals by the indicator B(x) (x ∈

{k, l}). If it is a unique individual, it is added to the list Up, and if it is not a unique

individual, it is discarded.

4. If the number of descendants of generated i has reached a certain number, go to step 5,

otherwise go to step 1.

5. End Evolvability of individual i as the population of Up.

Mengistu et al. make experiments in the robotics and set B(x) as the distance between them

according to a domain-specific behavioral distance metric. The results show that Evolvability

Search generates solutions with higher Evolvability than the conventional objective-based search

algorithm. They also demonstrated that it is evolvable after transferring to the new environment

from the environment where the Evolvability Search was executed. Therefore, Evolvability Search

significantly increases the evolvability of the solution.

In this thesis, we apply the Evaovability Search to promote the evolution of the Pareto front.

Hereafter, we call the solution obtained by Evolvability Search Evolvable Solution (ES).
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Figure 2: The overview of our method

3 Network power saving method following the environmental changes

3.1 Overview of network power saving method based on Pareto optimal control

Figure 2 shows the overview of our method. In our method, we store the candidate network con-

figurations and evolve them following the environmental changes at each time slot. Then, we

select one of the network configurations that minimizes the energy consumption and satisfies the

requirements as shown in Figure 3. At each time slot, the evolution of the candidate network con-

figurations is performed based on the MO-EA, considering the multiple objectives. By continuing

these steps, our method follows the environmental changes.

In this thesis, we consider multiple objectives such as energy consumption, performance, and

reliability. Therefore, the suitable network configuration is a Pareto optimal solution of such mul-

tiple objectives. However, the objective functions depend on the current situation; for example,

the performance of the network depends on the traffic. That is, the Pareto optimal solutions at pre-

vious time slots may no longer be the Pareto optimal solutions at the current time slot. Therefore,

the Pareto optimal solutions should be calculated for each time slot.
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Figure 3: Selection of the network configuration

In this thesis, we obtain the Pareto optimal solutions for the current time slot by evolving

the previous Pareto optimal solutions. If the environmental change is small, the current Pareto

optimal solutions are obtained immediately by evolving the previous solutions. If the sudden

change occurs and the current Pareto optimum solutions become far from the previous solutions,

the evolved solution may be still far from the current Pareto optimum. But even in such cases, by

continuing the evolution, we obtain the solutions near the current Pareto optimum.

The problem solved in this thesis is to set the powered-on links and nodes and routes between

the nodes. In this thesis, we configure a route between a node pair from the candidate path cal-

culated in advance by k-shortest path over the network topology where all nodes and links are

powered on, because the paths traversing many nodes consumes much resources and should not

be selected. By evolving the network configurations focusing on the k-shortest paths, long routes

are avoided, and evolved network configurations become close to suitable ones fast.

At each time slot, our method evolves the candidate network configurations based on the MO-

EA. That is, we perform the following step several times in each time slot.

1. Evaluation : rank the network configurations based on the non-dominated sort, and calculate

the density in each rank.
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2. Generation of offspring : generate offspring by manipulating network configurations

3. Replacement of the old solutions : update the set of network configuration, and save the

solutions in rank 1 to Pareto archive.

Finally, we store the solutions in Pareto archive for the next time slot. The details of each operation

are as follows.

3.2 Evolution of network configurations

3.2.1 Evaluation

Each candidate network configuration is evaluated by calculating the values of the objective func-

tions. Then, we rank the candidate configurations by the non-dominated sort. The solutions of

Rank 1 are the solutions which are the nearest to the Pareto front. We also calculate the Crowding

distance for each solution.

Then we select one best solution, whose power consumption is the smallest among the solu-

tions that satisfy the other constraints, from the solutions of Rank 1. Hereafter we call the selected

solution priority solution. The priority solution is the best network configuration among the cur-

rent candidate configurations.

3.2.2 Generation of offspring

In the above steps, our method generates new offspring by selection, crossover and mutation as

follow.

Selection and crossover We select network configurations based on a tournament strategy; we

select k network configurations randomly, and select the best individual from them. The best

individual is selected as follows. If the k selected network configurations include the priority

solution, the priority solution is selected, because the priority solution is the best solution among

the current solutions. Otherwise, we compare the ranks of the solutions, and the select the solution

with the smallest rank. If there exist multiple solutions with the smallest rank, we compare the

Crowding distances and select the solution with the largest Crowding distance among the solutions

with the smallest rank.
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By performing the above steps twice, we select two network configurations. Then, we perform

the crossover operation, which swaps randomly selected path in the selected two network config-

urations to generate new offspring. After swapping the selected paths, we modify the information

on the powered-on links so that any link included in the selected paths are powered on.

Mutation Mutation generates candidate network configurations different from the candidates of

the previous generation. In this thesis, the mutation has two roles; generating the network con-

figurations with a small power consumption by shutting down nodes and generating the network

configurations that accommodate more traffic by balancing the loads. Considering the above roles,

we perform the following mutations.

• Shutting down a node: Select one powered-on node. Then, update the routes so that all

paths do not include the selected node; if a path for a flow includes the selected node, a new

path for the flow that includes only the powered-on nodes and links is selected randomly

from the candidate paths for the flow. If no candidate paths includes only the powered-on

nodes are found, discard the generated configuration.

• Balancing loads: Select one congested link which is calculated in evaluation phase. Then,

paths including the target links are updated; a new route for each flow whose path required

to be updated is randomly selected from the candidate paths for the flow.

3.3 Selection of network configuration

In this thesis, we aim to minimize the energy consumption under the constraint of the other objec-

tives. Therefore, our method selects the configuration whose power consumption is the smallest

among the candidates that satisfy the constraint. The selected network configuration is the solu-

tion that minimizes only the energy consumption but the solution that is nearly optimal also for

the other objectives, because the candidate network configurations are updated so that the set of

candidate network configurations become close to the Pareto front.
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4 Acceleration of calculation considering multi-objective functions

Our method requires the evolutions of candidate network configurations at each time slot. The

calculation time of the evolution is important, because it is difficult to set the length of each time

slot to short value, which may cause the difficulty in following the changes, if the evolution takes

a long time. Therefore, this section discuss the computational complexity of evolution.

Because the computational complexity of evolution depends on the objective functions, we

first explain the objective functions assumed in this discussion. Then, we discuss the computa-

tional complexity. Finally, we propose a method to accelerate the calculation and the evolution.

4.1 Multi-objective functions

Though our method is applicable to any objective functions, the following discussions are based

on the following three objective functions.

Power Consumption

In this thesis, the network power consumption is defined as the sum of the power consumption of

the powered-on links and nodes, and is calculated by

Enet(x) =
∑

(i,j)∈L

ELinkpi,j(x) +
∑
k∈V

ENodepk(x) (4)

where L is the set of links, V is the set of nodes, ELink is the power consumption at each link,

ENode is power consumption at each node, pi,j(x) is a variable which is 1 when gene x uses link

between i and j, 0 otherwise, and pk(x) is variable which is 1 when x uses node k, 0 otherwise.

Reliability

One approach to keeping the connectivity in case of failures is to prepare the distinct backup paths

on the powered-on links. If a failure occurs, the routes of flows passing the failed link are changed

to the distinct backup paths. By doing so, we can keep the connectivity immediately after the

failure is detected without powering-on a new node, which takes a time.

By preparing more distinct backup paths, we can keep the connectivity in case of large failures.

Thus, we set the metric of the reliability based on the number of distinct paths on the powered-on
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links. We define the reliability by

R(x) =
1

mini,j ri,j(x) + α
∑

i,j ri,j(x)
(5)

where ri,j is the number of distinct paths between i and j, and α is a parameter. In our evaluation,

we set α to maxx
∑

i,j ri,j(x).

Though we select the paths used in the case without failures from k-shortest paths, we allow

the distinct backup paths that are not included in the k-shortest paths. By allowing such backup

paths, more nodes and links can be powered off while preparing a required number of distinct

backup paths.

Performance

In this thesis, we use maximum link utilization as the metric of performance. That is, the objective

function of performance P (x) is defined by

P (x) = max
(i,j)∈L

ρi,j(x) (6)

where ρi,j(x) is utilization of link i–j.

4.2 Computational complexity without acceleration

4.2.1 Encoding Strategy

A network configuration includes the set of the powered-on nodes, the set of the powered-on links,

and the paths between all node pairs. Therefore, we should encode the network configuration so

that all of such information are included. The simple encoding strategy encodes such information

as a gene. That is, each gene include the set of powered-on links and the set of the pairs of the

flow and the path used by the flow.

4.2.2 Computational Complexity

We denote the number of flows by f , and the number of candidate paths. We denote the number of

nodes by N and the number of links by L. We denote the number of candidates by m. We denote

the number of distinct backup paths prepared for each flow by b. F is the maximum number of

rank calculated by the non-dominant sort.
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We discuss the computational complexity of each operation performed to evolve the candidate

configurations below.

Evaluation In each generation, all candidates are required to be evaluated by calculating the

objective functions and non-dominated sort.

To calculate the power consumption, we need to check whether each link is powered on or off.

This process takes O(L) for each candidate.

To evaluate the reliability, we need to calculate the distinct backup paths. The distinct backup

paths for each flow can be calculated by using Dijkstra’s algorithm. First, we remove the interme-

diate nodes passed by the flow from the topology. Then we calculate one backup path from the

source node to the destination node by Dijkstra’s algorithm. After removing the nodes passed by

the calculated new backup path, another backup path is calculated by the same way. These steps

are continued until no backup paths are found or a sufficient number of backup paths are found.

The computational complexity of Dijkstra’s algorithm is O(L + N logN) [23]. The Dijkstra’s

algorithm is performed b times for each flow. That is, the computational complexity to evaluate

the reliability is O(bL+ bN logN).

To evaluate the performance, we calculate the maximum link utilization. The link utilizations

are calculated by adding the traffic rate of the flows passing the link, which takes O(f). Then, we

select the maximum of the calculated link utilizations, which takes O(L).

The above processes to evaluate the objective functions are performed for each candidate.

Among the above processes, the evaluation of the reliability takes most of calculation time. That

is, the computational complexity of evaluation of the objective functions for each candidate is

O(bL+ bN logN).

After the evaluation of the objective functions, we perform the non-dominant sort. Non-

dominant sort is performed by counting the number of solutions dominating it and the number

of solutions dominated by it. This process is continued F times. That is, the computational com-

plexity of the non-dominant sort is Fm.

To evaluate the candidates, we also use the Crowding distance. The Crowding distance is cal-

culated by comparing the values of the objective functions of the nearest candidates, after sorting

the candidates in order of the values of the objective functions. The sort takes O(m logm).
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Generation of offspring Offspring is generated by the crossover and mutation.

The crossover is performed after selecting two candidates. The selection is performed by se-

lecting the best solution among k randomly selected solutions. This process takes O(k). Then, the

crossover operation swaps randomly selected paths, which takes only O(1). That is, the crossover

operation to generate one offspring takes O(k).

In this thesis, we perform two kinds of mutations; shutting down a node and balancing loads.

To shutting down a node, we need to select the flows passing the selected node, which is to be shut

down. Then, we select a new path that does not include the selected node for each of the selected

flows. This process takes O(f). To balancing the loads, we need to select the flows passing the

congested links, and we select new paths randomly for each of the selected flows. This process

also takes O(f).

4.3 Acceleration of calculation

According to the above discussion, the evaluation of the reliability, which requires to calculate the

distinct backup paths, takes most of time. Therefore, we accelerate the calculation by accelerating

the evaluation of the reliability.

The distinct backup paths do not change unless the network topology of the powered-on nodes

and links is changed. Therefore, we encode the distinct backup paths in genes, and calculate the

paths only when the calculation is required.

Each time a new candidate is generated by crossover or mutation, we update the backup paths

by the following steps. First, we check whether the network topology of the powered-on links is

changed since the previous update of the backup paths. If the network topology is not changed,

any backup paths do not require the updates. Otherwise, we select the flows whose backup paths

are required to be updated, and update only backup paths of only the selected paths. The flows

whose backup paths are required to be updated are the following flows.

• The flows which do not have a sufficient number of backup paths. (i.e., the flows whose

number of backup paths is less than a threshold.)

• The flows whose backup paths pass the links that no longer exist.

• The flows whose backup paths pass the node that are passed by the newly calculated routes

for the flow
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Then, only the backup paths of the selected flows are updated by Dijkstra’s algorithm.

The above steps to select the flows whose backup paths are required to be updated takes O(bf),

because selection can be done by checking all of the previous backup paths. Then, if f ′ flows are

selected as the flows whose backup paths are required to be updated, the computational complexity

of the updating the backup paths for each candidate is O (f ′ (L+N logN)), which is much

smaller than the computational complexity of the original version if the number of selected flows

are small.

Though the above discussion is based on the objective function described in Section 4.1, the

same method to accelerate the calculation, which encode the information required to calculate the

objective function in the gene, can be used in the case of the other objective functions that require

a large calculation time.

4.4 Acceleration of evolution using evolvable solutions

4.4.1 Overview of control method using ES

In this thesis, we use the evolvable solutions to accelerate the evolution of the Pareto front. In this

approach, we evolve the candidate network configurations from the candidate network configura-

tions at the previous time slot and the evolvable solutions obtained by the Evolvability Search in

each time slot.

In this approach, ES should not be removed at the first selection in each time slot to accelerate

the evolution. However, Evolvability Search does not consider the objectives of our network

control such as the number of distinct paths. As a result, ES may be removed at the first selection.

To avoid the removal of ES at the first selection, we need the ES that is close to the Pareto front.

In this thesis, we generate the ES, which is the close to the Pareto front, by evolving the solutions

on the Pareto front at a time slot.

Figure 4 shows the overview of the network control using ES. Evolvability Search is a compu-

tationally time-consuming method because a sufficient number of offspring samples are required

to be evaluated to estimate the evolvability of an individual. Therefore, Evolvability Search is

executed in parallel to the evolution of the candidate network configuration to follow the changes.

The evolution of the candidate network configuration is performed using the previous network

configuration and ESs that are the results of the previously completed Evolvability Search. On
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Figure 4: Control method with Evolvability Search

the other hand, Evolvability Search uses the network candidate configurations generated by the

process of the evolution of the candidate network configurations at the time slot when Evolvability

Search starts as the initial solutions. We limit the number of generations in Evolvability Search so

as to avoid the solutions far from the Pareto front.

4.4.2 Calculation of evolvable solutions

In this thesis, the ES is obtained by Evolvability Search. To perform the Evolvability Search, the

evolvability must be defined. As discussed in Section 2.3, the evolvability is quantified by the

number of unique individuals born from the parent individual. That is, the evolvability is defined

by defining what is unique.

In this thesis, we define the uniqueness of individuals based on the ability to handle different

situations. In the network, the flows passing the bottleneck links of each solution are important

features indicating the situation the solution can handle; the solution can accommodate traffic

without congestion unless the flow passing the bottleneck links becomes large. The flows passing

the bottleneck links also indicate the capability to save the power; if the bottleneck link is passed
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by a large number of flows, we can shut down the other links.

Therefore, we define the uniqueness by the combination of the flows passing the bottleneck

links. We evaluate whether the new individual x is unique based on following B(x), and add

individuals considered as unique to the list Up if Bx is above a pre-specified threshold (here

1000000 or 2000000).

B(x) = min
g∈Up

b(x, g) (7)

where b(x, g) is the difference between the behavior of the individual x and the individual g, and

is defined by

b(x, g) = ∥bx − bg∥2 (8)

where bx = (bx(1), bx(2), ..., bx(f), ..., bx(n)), n is the number of flows in the network, bx(f) is

a value indicating the rate of congested links the flow f in x goes through. bx(f) is defined by

bx(f) = min
k∈Lf

C(k)

N(k)
(9)

where Lf is the set of links that go through in flow f , N(k) is the number of flows through link k,

and C(k) is the capacity of link k .
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Table 1: Simulation Environment
Power consumption of node 0.7 [kw]

Power consumption of link 0.07 [kw]

Maximum transmission speed at each port (FatTree) 1 [Gbps]

Maximum transmission speed at each port (Internet2) 100 [Gbps]

Table 2: Parameters of our method
Parameter Value

Number of saved configurations 50

Generation in each time slot 1

Crossover ratio 0.5

Mutation ratio 0.5

5 Evaluation

In this section, we evaluate our method. We first demonstrate that our method saves the energy

consumption, following the actual daily traffic changes. Then, we demonstrate that our method

configures the suitable network configuration, even when sudden traffic changes or failures occur.

Finally, we discuss the scalability of our method.

In our evaluation, we set the power consumption of the links and switches based on the fact

that the power consumption of nodes is 10 times as large as that of links [5]. Table 1 shows the

power consumption and capacity of links and nodes used in our evaluation.

The parameters used in our evaluation are shown in Table 2. And in this thesis, we define k of

k-shortest path by the hop length of the shortest path; we calculate k-shortest path while the hop

of path is less than (hop of the shortest path) ∗ 1.5.

5.1 The case of actual daily traffic changes

5.1.1 Evaluation environment

Network topology and traffic In this evaluation, we use the traffic trace monitored at the In-

ternet2, and the network topology based on the Internet2 topology [24].The traffic data at the
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Internet2 are collected by the Netflow protocol. The sampling rate is one out of every 100 pack-

ets, and aggregated data are exported every 5 minutes. We use the traffic data monitored from 1

November 2011 to 4 November 2011.

The network topology used in this evaluation is generated based on the PoP-level topology

of the Internet2. Network topologies without redundant nodes are not suitable to our evaluation;

if a network topology does not include redundant node, any node cannot be shut down under the

constraint that all flows can be accommodated. Therefore, we generate a network topology so

as to include redundant nodes by the following steps. We deploy one access router and three

backbone routers for each PoP. Then, we connect each access router to all of the backbone routers

in the same PoP. The backbone routers in the near PoPs are connected randomly based on degree;

select lowest degree backbone node for each PoP. Then, we check if the generated topology has a

sufficient number of distinct paths between all access routers. If a pair of access routers does not

has a sufficient number of distinct paths, we connect PoPs (unconnected backbone routers) which

are passed by the shortest distinct path because we demonstrate that our method saves the energy

consumption under the constraint that a sufficient number of distinct paths are provided.

The generated topology includes the redundant nodes; all flows between access routers can

be accommodated even when some backbone routers are shut down. While shutting down back-

bone routers saves the energy consumption, powering on more backbone routers provides more

capacities to flows.

SLA requirements In this evaluation, we use the objective functions defined in Section 4.1. By

using these objective functions, we set the following requirements.

• Maximum link utilization should be less than 0.4.

• At least 2 distinct paths should be provided between any access node pairs.

5.1.2 Result

Figure 5 shows the results for 4 days. In these figures, the horizontal axis is the time slot. The

vertical axis indicates the values of the objective functions. This figure indicates that our method

follows the traffic variation; our method reduces the power consumption when traffic volume is
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Figure 5: Result for daily traffic changes

low, and satisfies the SLA by turning up more devices even when traffic volume becomes large in

most of time slots.

This figure also indicates that the SLA are violated at the several time slots. This is caused

by the sudden traffic changes. In this case, all of the candidate configurations calculated by using

the previously monitored traffic are far from the suitable network configuration. However, even in

such cases, our method finds the network that satisfies the SLA and the SLA becomes satisfied at

the next time slot. The candidate configurations found at the next time slot may not be different

from the Pareto optimal solutions, which causes the increases of the power consumption. However,

the candidate configurations evolve to achieve the Pareto optimal solutions. As a result, the power

consumption becomes saved in several time slots. The details in the case with the sudden traffic

changes are investigated in Section 5.2.

Though we set the number of generations in each time slot to 1 in this evaluation, the number
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of generations in each time slot can be set to a larger value. If we set the number of generations

to a large value, we can reduce the number of time slots required to achieve the Pareto optimal

solutions.

5.2 The case of sudden traffic changes

In this subsection, we evaluate our method in the case of sudden traffic changes, and investigate

the number of time slots to achieve the suitable network configurations.

5.2.1 Evaluation environment

In this evaluation, we use two network topologies in addition to the network topology based on

the Internet2 used in Section 5.1.1. By using these network topologies, we demonstrate that our

method works in any network topologies.

For each network topology, we generate the traffic to simulate the case with sudden traffic

changes. The details of the traffic used in this evaluation is explained in the latter in this subsection.

The other parameters including the SLA are set to the same values as Section 5.1.

Network topology

FatTree The FatTree topology is a typical network architecture in data centers. This network

topology is symmetric and has a large number of distinct paths with a similar number of hops. In

this evaluation, we use the FatTree topology with 8 ports for each switch shown in Figure 5.2.1.

In this topology, each pod consists of 16 servers and 2 layers of 4 switches. Each edge switch
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Figure 7: Topology created by Waxman model

connects to 4 servers and 4 aggregation switches. Each aggregation switch connects to 4 edge

switches and 4 core switches. Each core switch connects to 8 pods.

Topology created by Waxman model Waxman model is a typical network model. By using

the Waxman model, we can generate the network topology randomly. Unlike the FatTre, the

network generated by the Waxman model is not symmetry. That is, the flows has the different

number of distinct paths, and the number of hops of the distinct paths are different.

Figure 5.2.1 shows the network topology generated by the Waxman moel. In this evaluation,

we set the average degree to 4. Similar to the case of the Internet2 topology, we use the topology

generated by the Waxman model as a PoP level topology; we deploy one access router and three

backbone routers, and connect them by the same way as Section 5.1.1.

The topology generated by the Waxman model is also used to discuss the scalability in Sec-

tion 5.4. That is, we compare the result for the network topologies with the different sizes. The

network size may have an impact on the number of flows passing a link, and the probabilities that

congestion occurs may change. To avoid such impacts of the number of flows passing each link,

we set the capacity of each link based on the betweenness centrality. The capacity of the link l is
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set to

ll = T ∗ b(l)

where T is a parameter, and b(l) is the betweenness centrality of the link l. In this evaluation, T is

set to 100000.

Traffic In this evaluation, we set the same traffic demand for D time slots and investigate the

values of the objective functions achieved at each time slot. By doing so, we investigate the number

of time slots to satisfy the SLA or to achieve the suitable network configurations after the traffic

change occurs. After D time slots, we generate new traffic demand, and investigate the values of

the objective functions.

We have the actual traffic traces for the Internet2. Thus, we generate the traffic demand at each

time slot based on the traffic traces. In the following discussion, we use traffic demands at 0:00

am on 1 November 2011, 7:55 pm on 1 November 2011 and 6:40 am on 2 November 2011. By

using such traffic, we can generate the sudden traffic changes at time slot 300, 600.

We have no actual traffic data for the other topologies. Thus, we generate traffic demand

randomly by the following steps.

1. Define maximum of traffic demand at each link l: Tl =
capacity

2(NPoP−1) .

2. Select one link of PoP randomly.

3. Generate traffic: Tl ∗ (0−−1). End if all PoPs are selected. Go to step2 otherwise.

5.2.2 Result

Figure 8 shows the results. The results indicate that all of the SLA constraints are satisfied in most

cases even when sudden traffic changes occur. This is because our method has multiple candidate

configurations, and if one of them satisfies all of the SLA, our method select it to satisfy the SLA.

As a result, even if no candidates satisfying the SLA are found and the SLA is violated when the

sudden traffic changes occur, the SLA constraints become satisfied in a few time slots.

On the other hand, the power consumption remains large unless the suitable network configu-

rations that saves the power consumption without violating the SLA are found. Figure 8(a), 8(d)

and 8(g) shows the power consumption becomes small as the time slot goes on. This is because

the candidates becomes close to Pareto optimal as the time slot goes on.
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Figure 8: Result for sudden traffic fluctuation

Figure 8 also shows that our method works similarly in any network topologies; the power

consumption becomes large after the sudden traffic changes but decreases as the time slot goes on

in any topologies. This result indicates that our method can work in any network topologies.

5.3 Case of failures

5.3.1 Evaluation environment

In this evaluation, we investigate the case with failures. We generate the failure on the powered-on

node with the highest degree, which has the largest impact on the network. To focus on the impact

on the failures, we do not change the traffic during the evaluation.

The other parameters are set to the same values as Section 5.1.
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Figure 9: Evaluation values with failures

5.3.2 Result

Figure 9 shows the results. In this figure, the vertical axis indicates the power consumption,

maximum link utilization, and the reliability, and the horizontal axis indicates the time slots after

the failure occurs.

Figure 9(c), 9(f) and 9(i) shows that the reliability constraints are not satisfied at the time slot

0 due to the failure. Even in this case, our method can keep the connectivity between all access

nodes by immediately rerouting the flow passing the failed node to the backup paths. However, this

reroute causes the increases of the maximum link utilization at the time slot 0 shown in Figure 9(b),

9(e) and 9(h). However, the candidate network configurations satisfying the SLA can be found at

the next time slot, but the power consumption becomes large, similar to the case with the sudden
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Table 3: Topology created by Waxman model

Topology ID Number of flows

I 90

II 380

III 870

IV 1560

V 2540

traffic changes. This is because our method finds the network configuration satisfying the SLAs,

but the current candidates are far from the Pareto optimal. Finally, the power consumption also

becomes small as the time slot goes on. This is because the candidates are evolved to be close

to the Pareto optimal. That is, even in case of failure, our method achieves suitable network

configuration that saves power consumption without violating the SLAs if we have a sufficient

number of nodes and links that are not broken.

5.4 Scalability

Finally, we discuss the scalability of our method. In a large network, the calculation time to evolve

the candidates may become large. In addition, the number of generations to achieve a sufficient

solution may also become large. Therefore, in this section, we discuss the calculation time and the

number of generations to achieve a sufficient solution.

5.4.1 Evaluation environment

In this evaluation, we generate the network topology by Waxman model to generate the network

topology with various sizes as shown in Table 3. The other parameters are set to the same values

as Section 5.1.

5.4.2 Calculation time

We investigate the calculation time required for one generation. To investigate the calculation

time, we implemented our method by C++ and run it on the computer with four Intel(R) Xeon(R)

CPUs (E7- 4870) and 512 GB.
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Figure 10: Calculation time

Figure 10 compares the calculation time of the method with and without the acceleration

proposed in Section 4.3. According to the discussion in Section 4.2.2, the calculation time depends

on the number of candidates generated in one generation and the number of flows whose routes

are to be calculated. Thus, we plot the results of the various number of candidates, and the relation

between the calculation time and the number of flows in a network. The vertical axis indicates

the calculation time in one generation and the horizontal axis indicates the number of flows in the

network. The results indicate that the calculation time become large as the number of candidates

becomes large. The results also indicate that the calculation time increases as the number of flows

increases.

The results also show that the acceleration reduces the calculation time. By using the acceler-

ation, we can generate 100 new candidates of the next generation in 12 seconds even for a network

including 2450 flows.
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5.4.3 Convergence time

In our approach, the number of the generations required to achieve suitable solutions are important;

if a large number of generations are required, it takes a long time to achieve a suitable network

configuration after the sudden changes occur.

The number of generations required to achieve a suitable solution depends on the topology.

Therefore, we use two topologies to evaluate the convergence time.

For each topology, we generate two kind of traffic, and the traffic change from the first traffic

to the second one is generated after performing a sufficient number of evolutions for the first

traffic. Then, we investigate the time required to achieve a suitable solution. In this evaluation, we

generate two patterns of traffic changes.

• Case I: The traffic between the access routers are changed randomly without changing the

total traffic volume of all access router pairs.

• Case II: The traffic between the access routers are changed randomly so that the total traffic

volume of all access router pairs becomes double of the total traffic volume before change

To investigate the time required to achieve a suitable solution, we define two kinds of suitable

solutions.

• Solution satisfying constrains: A solution satisfying all of the constraints.

• Energy-efficient solution: A solution that satisfies all of the constraints and saves the energy

consumption sufficiently.

The energy consumption that can be saved depends on the topology and traffic. Thus, we define the

solution that saves the energy consumption sufficiently by using the energy consumption achieved

by running our method for a sufficient number of generations. To define an energy-efficient solu-

tion, we perform our methods until the energy consumption becomes unable to be improved for

500 generations. Then, we define the finally achieved energy consumption as the lowest energy

consumption (Pmin). Then, we define the energy-efficient solutions as the solutions whose saved

energy consumptions are (Pmax − Pmin)(1 − ϵ), where Pmax is the energy consumption when

all links are powered on, and ϵ is a parameter. That is, the energy consumption achieved by the

energy-efficient solution is less than

P efficient = Pmax −
(
(Pmax − Pmin)(1− ϵ)

)
38



 0

 100

 200

 300

 400

 500

 600

 700

 800

 900

 0  20  40  60  80  100

E
vo

lv
ab

ili
ty

Number of generations

Gene1
Gene2
Gene3

Figure 11: Transition of Evolvability

In this evaluation, we set ϵ to 0.1

In this evaluation, we compare three methods.

• Method with ES

The method uses ES proposed in Section 4.4 in addition to the candidate network configu-

ration in the previous time slot.

• Method with RS

This method uses the randomly generated initial solutions in addition to the candidate net-

work configuration in the previous time slot instead of ES. By comparing with this method,

we demonstrate the impact of using ES.

• Method without ES nor RS

This method evolves the candidate network configurations from only the candidates in the

previous time slot.

To compare these methods, the Pareto front before the traffic change should be the same for all

of three methods. In this evaluation, we prepare three Pareto Fronts that are sufficiently evolved

in the environment before fluctuation for each topology.
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Table 4: Number of generations for convergence to solution satisfying constrains

(a) Case I (Topology I)

w/ ES w/ RS w/o ESRS

Avg. 1 1 1

Max 1 1 1

Min 1 1 1

(b) Case II (Topology I)

w/ ES w/ RS w/o ESRS

Avg. 3.93 2.93 3.96

Max 14 8 29

Min 1 1 1

(c) Case I (Topology II)

w/ ES w/ RS w/o ESRS

Avg. 1 1 1

Max 1 1 1

Min 1 1 1

Figure 11 shows the evolvability achieved by Evolvability Search from three Pareto front in

Topology I. This figure indicates that the evolvability rapidly increases. That is, ES can be calcu-

lated with a small number of generations.

Figure 12 compares the number of generations required to converge to energy-efficient solu-

tion. In this figure, the horizontal axis shows the number of generations of ES in the case of method

with ES, and the vertical axis shows the average number of generations required to converge to

energy-efficient solution. The figure shows that ES reduces the number of generations to converge

to energy-efficient solution, comparing the methods with ES, with RS and without ESRS.

We also investigate the impact of the number of generations of ES. Figure 12 shows that the

increase of the number of generations of ES does not always reduce the number of generations to

converge to energy-efficient solution. This is caused by that the Evolvability Search generates the

solutions far from the Pareto front. Such solutions are removed at the first selection. As a result,

the effectiveness of ES is degraded.

Figure 12 also shows the number of generations of ES that minimizes the number of gener-

ations to converge to energy-efficient solution depends on the case. ES of 10 generations is the

most effective in Figure 12(a) while ES of 20 generations is the most effective in Figure 12(b).

This is caused by the difference of how far the appropriate Pareto front after the change and the
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previous Pareto front are. When the traffic fluctuation is large, the previous Pareto front is far from

the appropriate Pareto front. In this case, the previous Pareto front does not work effectively on

the convergence to the power saving solution, and the ES that are far from the previous Pareto

front contribute the convergence to the energy-efficient solution.

The ES reduces the number of generations to converge to energy-efficient solution in the larger

topology as shown in Figure 12(c). However, as the size of the topology increases, the solution

space becomes larger. As a result the number of required generations becomes large.

Figure 13 shows the complementary cumulative distribution function of the number of gener-

ations required for convergence to energy-efficient solution. For the method with ES, we plot the

result of using ES of the generation with the highest performance in Figure 12. This figure also

demonstrates that the methods with ES reduces the number of generations required for conver-

gence, compared with the methods with RS and without ESRS. However, there are cases where a

large number of generations are required even in the methods with ES.

This is caused by that the candidate network configuration at a time slot become the local

optimum solutions. In this case, the solution that sufficiently saves the energy consumption can

be generated only by mutations. Because the ES is generated from the candidate network con-

figurations at a previous time slot, the ES may also be close to the local optimum solutions if the

candidate network configurations used to generate ES is local optimum solutions. One approach

to avoiding such a situation is to generate new initial solutions. However, the evolution from new

initial solutions also requires a large number of generations. Therefore, how to handle the case

with the local optimal solutions is one of our future work.

Figure 13 indicates that the method with RS requires a larger number of generations than even

the method without ES nor RS. This is because a large number of solutions that cannot reduce the

power consumption are generated by adding the randomly generated initial solution.

Table 4 indicates the number of generations for convergence to solution satisfying constraints.

For the method with ES, we fill out the table with the result of using ES of the generation with

the highest performance in Figure 12. The result shows that all methods can obtain the solution

satisfying the constraints in one generation when total traffic volume does not change. On the other

hand, when large fluctuation occurs, at most 14 generations are required by the method with ES.

This is cause by that the suitable network reconfiguration becomes far from the previous Pareto

front. However, the average number of generations to obtain solution satisfying the constraints is
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less than 4 in all methods. That is, the solution satisfying the constraints can be found immediately

after the changes in most cases.
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Figure 12: Average number of generations for convergence to energy-efficient solution
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6 Conclusion

In this thesis, we proposed a network power saving method that handles multiple objectives, fol-

lowing the environmental changes. Our method calculates Pareto front to consider all of these

objectives. Then our method select a solution whose power consumption is the smallest among

the solution on the Pareto front satisfying required performance and reliability.

We evaluated our method by simulation. The results show that our method reduces the power

consumption without violating the SLA constraints, following the actual and rapid traffic changes

in general networks. In addition, even when a failure occurs, our method rebuilds paths and

gradually recovers the network configurations so that the energy consumption is minimized under

the SLA constraints.

We also proposed a method to accelerate the evolution of the Pareto front. In this method,

we introduced the evolvable solutions (ES) which are the solutions with high evolvability. By

calculating the Pareto front from the solutions in the previous Pareto front and ES, an appropriate

Pareto front can be obtained in a small number of generations.

We also evaluated the method to accelerate the evolution of the Pareto front by simulation.

The results show that the method with ES obtains the solution satisfying the constraints in about 4

generations, and the solutions that saves the power consumption sufficiently in about 650 genera-

tions.

Our future work includes to reduce the number of generations required to achieve the energy-

efficient solution especially by handling the case that the candidate network configurations fall

into local optimal. Another future research topic is to investigate the policy to set the number of

generations of ES.
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