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Abstract

Mobile network operators need to adaptively allocate server resources to mobile core nodes

according to the number of accommodating devices and their communication characteristics. On

the other hand, it is difficult to predict the number of connected IoT devices that have been increas-

ing in recent years. Such IoT devices have various communication characteristics that cannot also

be predicted. In addition, to reduce signaling procedure at the beginning of communication, a state

called RRC Connected Inactive is considered, where the information of a device remains stored

in mobile core nodes while the device itself is disconnected from the network. Consequently, it is

expected that CPU load and memory usage on mobile core nodes would fluctuate greatly, causing

the efficient allocation of server resources to be more difficult.

In this thesis, instead of dynamically allocating server resources according to the demand, we

consider controlling the demand itself to balance the server resource utilizations and increase the

capacity of the mobile core network. For that purpose, a method to adjust control parameters in

the signaling procedure is proposed. Specifically, CPU load and memory consumption of mobile

core nodes are controlled by adjusting the timeout value for the device’s state transition to Idle

state. The potential of the proposed method to control CPU and memory resources is evaluated

by mathematical analysis. Numerical examples show that the number of accommodated devices

could increase up to around 150 % without increasing server resources of mobile core nodes.

However, the appropriate timeout value cannot be determined easily, because the fluctuation

of the number of accommodating devices and their communication characteristics brings various

changes in the server resource demand. Therefore, we introduce a method to dynamically adjust

the timeout value based on CPU load and memory consumption of mobile core nodes, so that the

number of devices that can be further accommodated is maximized. A simulation results show
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that the method can avoid CPU and memory resources from becoming short when the number of

accommodating device changes.
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1 Introduction

The mobile network operator needs to adaptively allocate server resources to mobile core nodes

according to the number of accommodating devices and their communication characteristics. CPU

and memory are the main server resources of the mobile core nodes. The CPU handles various

signaling procedures such as attach, detach, and authentication. On the other hand, the memory is

mainly used to hold session information for devices such as context of devices and corresponding

bearers. These server resources are indispensable for providing mobile network services.

On the other hand, the rapid increase of IoT devices has been paid attention in recent years.

IoT devices are used in various places and for various applications such as home appliances,

automobiles, electric meters, and GPS trackers. The number of IoT devices which connect to

mobile core networks varies greatly depending on applications. In addition, most of IoT devices

transmit data periodically and intermittently that is different from conventional devices such as

smartphones. Therefore, it is difficult for mobile network operators to predict the number of

connected IoT devices and their communication characteristics when introducing a mobile core

network. Moreover, IoT devices can transit between Idle state and Connected state every time they

send data because of their large communication intervals. Because such state transitions require

signaling procedure in the mobile core nodes, the control plane, which performs communication

and processing related to signaling for the device’s state transition, suffers from large load when

massive IoT devices are accommodated. For resolving this problem, a state called RRC Connected

Inactive is considered, as one possible technique for reducing the signaling procedure, especially

for IoT devices [2,3]. In RRC Connected Inactive state, the information of a device remains stored

in mobile core nodes while the device itself is disconnected from the network, that would change

the utilization of server resources of mobile core nodes.

Because of the above-mentioned issues, it is expected that CPU load and memory usage on

mobile core nodes would fluctuate greatly, causing the efficient allocation of server resources to be

more difficult. Against such increasing and varying demand, auto scaling technologies of physical

and virtual servers have been proposed and have already been deployed in the actual environ-

ment [4–8]. However, they may not utilize server resources efficiently against the imbalanced

resource demand, because the resource configuration per server or instance is generally fixed.

In [5], the authors present that, in a network with many IoT devices, Mobility Management En-
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tity (MME) scaling can cause unnecessary higher CPU and memory resource provisioning than

actually required.

On the other hand, Server Disaggregation technologies have been proposed, allowing server

resources to be isolated and individually configured [9–14]．In [9], the authors presented that bet-

ter resource utilization can be achieved using disaggregated hardware in data centers. However,

Server Disaggregation is an architecture for long-term server re-organization on a yearly basis, and

is not a method aimed at responding to short-term load fluctuations focused in this thesis. In [14],

the authors show that the delay and cost overhead associated with the process of reallocating dis-

aggregated server resources can increase when resources are controlled on a time scale of several

hours or less.

In this thesis, instead of dynamically allocating server resources according to the demand,

we consider controlling the demand itself to balance server resource utilizations and increase the

capacity of the mobile core network. For this purpose, a method to control state transitions of

connected devices is proposed. Specifically, CPU load and memory consumption of mobile core

nodes are controlled by configuring the timeout value for the device’s state transition to Idle state.

This is achieved by introducing a new state transition from RRC Connected Inactive state to Idle

state. The potential of the proposed method to control CPU and memory resources is evaluated

by mathematical analysis. In the numerical examples of the analysis, the numerical parameters

from actual servers and previous experimental results are utilized to confirm the effectiveness of

the proposed method.

However, the appropriate timeout value cannot be determined easily. This is because the fluc-

tuation of the number of accommodating devices and their communication characteristics bring

various changes in the server resource demand. Therefore, a control theory-based method is intro-

duced to dynamically adjust the timeout value based on CPU load and memory consumption of

mobile core nodes, so that the number of devices that can be further accommodated is maximized.

The performance of the proposed method is evaluated on our self-made simulator. Specifically,

the accuracy of the dynamic adjustment of the timeout value based on the consumption of server

resources is presented. In addition, the effectiveness of the proposed method is confirmed by

comparing with results without using the proposed method.

The rest of this thesis is organized as follows. Section 2 shows existing works related to this

thesis. Section 3 explains mobile core network architecture, signaling procedures, and device’s
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state transition. Section 4 explains proposed method. Section 5 reveals the potential of the pro-

posed method to control CPU and memory resources. Section 6 shows the results of the simulation

and discussions. Finally, Section 7 concludes this thesis and presents some directions for future

research.
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2 Related Work

Various methods have been proposed to improve the capacity of mobile core networks.

In [15], the authors introduced an adaptive mechanism for the user plane virtualization of the

LTE Packet Data Network Gateway (P-GW). The authors applied SDN and NFV concepts to their

proposed mechanism so that it can be adaptive to workload changes. In [16], the authors pro-

posed an SDN-based architecture for the Mobile Packet Core (MPC) in order to facilitate dynamic

provisioning of MPC network functions. In [17], the authors presented SDN and NFV based

architecture that integrates cloud and fog computing.

In [18], the authors presented two design of LTE Evolved Packet Core (EPC) architectures, one

of which is based on SDN, and the other is based on NFV. They also provided the performance

comparison of two EPC implementation on their LTE testbed. The results showed that the SDN

approach is preferable for handling large amount of user data traffic because SDN switches are

optimized for data forwarding. On the other hand, the SDN approach have its bottleneck on the

communication between SDN switches and SDN controllers, thus NFV approach is adequate for

handling extreme signaling processing load. However, the implementation of their EPC is not fully

compliant to standards such as the utilized transport protocol for communications between radio

access network and MME. Also, the fairness of comparison between SDN and NFV approach is

not ensured because of the difference of implementation.

In [19, 20], the authors presented offloading algorithms based on local IP access (LIPA) and

selected IP traffic offload (SIPTO) which are proposed by 3GPP. In [19], the offloading traffic

volume is determined by the network utilization and user preference. In [20], the authors proposed

a bearer-based offload mechanism.

In [21,22], the authors addressed the Virtual Evolved Packet Core (vEPC) placement problem.

In [23], the authors presented that the reduction in network resource consumption can be achieved

as a result of optimal placement of vEPC functions. However, in these evaluations, the overhead

caused by synchronizing distributed vEPC was not considered. In [24], the authors evaluated the

performance overhead of state synchronization for control plane and data plane operations. The re-

sult showed that synchronizing the state of distributed vEPC can incurs a prohibitive performance

penalty (over 70% reduction in throughput as compared to the case of no synchronization).

In [25], the authors proposed a distributed LTE/EPC network architecture based on SDN, NFV,
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and cloud computing supporting distributed P-GWs and centralized control plane in LTE/EPC

networks. Also, they proposed a route optimization strategy for the internal traffics exchanged

between LTE and UEs. The proposed solution was compared with the conventional LTE/EPC net-

work’s scheme in terms of the gateway data processing volume. The simulation results showed

that the proposed architecture can reduce the load in LTE/EPC core network and enhance the

scalability. However, they focus only on the load caused by device’s handover. Since load on con-

trol plane generated by data transmission is not ignorable in terms of accommodating M2M/IoT

devices, the effect of control plane signaling must be evaluated.
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3 Mobile Core Network

3.1 Network Configuration

Figure 1 depicts the configuration of a mobile core network in this thesis. Each node in this figure

has the following functions [26].

• User Equipment (UE): User devices, including smartphones, tablets, and M2M/IoT de-

vices.

• evolved NodeB (eNodeB): Radio base stations that exchange control messages and data

packets with UEs through radio channels. eNodeBs also exchange data packets with the

Serving Gateway / Packet Data Network Gateway (S/PGW) and control messages with the

MME.

• Mobility Management Entity (MME): The node that performs the core of the signaling

procedures such as attach, detach, and authentication. It also performs handling UE’s han-

dover in wireless networks,

• Serving Gateway / Packet Data Network Gateway (S/PGW): The node that exchanges

IP packets with external IP networks. It also performs as an anchor point when UEs move

between eNodeBs.

• Home Subscriber Server (HSS): The database node that manages user specific informa-

tion, such as the contract information of each user, data for authentication, and the location

data of each UE.

3.2 Signaling Procedure

When a UE connects to the network, three bearers are established before starting data transmission:

a Radio Bearer between the UE and the eNodeB, an S1 Bearer between the eNodeB and the

S/PGW, and an S5/S8 Bearer inside the S/PGW.

In this thesis, we assume that a UE visits one of following three states: a Connected state, an

Idle state, and a Connected Inactive state. In Connected state, all bearers are established and UEs

can transmit and receive user data. In Idle state, the UE is disconnected from the network and its
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Radio bearer and S1 bearer are released. When the UE wants to send user data, it needs to transit to

Connected state with some signaling procedures. Connected Inactive state is a new state for UEs

that has been studied recently [2, 3]. In this state, the Radio Bearer is released, but S1 and S5/S8

bearers are kept established. Therefore, a part of signaling procedures related to establishing S1

and S5/S8 bearers are omitted when a UE transits from this state to Connected state. On the other

hand, in Connected Inactive state, the session information of a UE is kept stored in mobile core

nodes, causing an increase of memory consumption.

Figure 2 shows the signaling procedure when a UE in Idle state or in Connected Inactive

state transits to Connected state. The abbreviations of Req., Res., Cmp., Cmd., Msg., and Ctxt

mean request, response, complete, command, message, and context, respectively. The message

exchanges and processing depicted in blue are omitted when transiting from Connected Inactive

state.

3.3 UE’s State Transition

Figure 3 shows UE’s state transition diagram. A UE in Idle state transits to Connected state when

a data transmission request occurs. After the data transmission, the UE starts an Inactive timer

which indicates the time remaining before transiting to Connected Inactive state. When no data

transmission or reception occurs until the timer expires, the UE transits to Connected Inactive

state, else the UE resets the timer. A UE in Connected Inactive state transits to Connected state

when a data transmission request occurs. However, when the amount of user data is enough small,

the data transmission is performed without transiting to Connected state. This is achieved by

including the user data in the signaling messages.

3.4 Problems in Accommodating Massive IoT Devices

Most of IoT devices transmit data periodically and intermittently that is quite different from con-

ventional devices. Therefore, especially when massive IoT devices are accommodated to the mo-

bile network, the estimation of server resource utilization cannot be conducted easily.

On the other hand, the CPU load on the mobile core node can be reduced by introducing Con-

nected Inactive state explained in Subsections 3.2 and 3.3. However, it is expected that introducing

this state brings significant increase of the memory consumption, because in Connected Inactive
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state, the session information of the UE is kept stored in mobile core nodes even when the UE has

no data to send. In particular, when IoT devices with extremely low frequency of data transmission

is accommodated, the bearers are maintained for rare data transmission for a long time, resulting

in the waste of memory. These factors would fluctuate the utilization of CPU and memory of

mobile core nodes, that makes the decision of scaling out/up the server resources more difficult.

In the next section, we propose a new state transition for UEs and introduce a method of

dynamically control the resource demand itself by adaptively changing the parameter for the state

transition.
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4 Proposed Method

4.1 A New State Transition

We introduce a new state transition from Connected Inactive state to Idle state. Figure 4 shows

UE’s state transition diagram in the proposed method. Compared to Figure 3, the state transition

from Connected Inactive state to Idle state is added. We also introduce a timer, which is denoted

by Idle timer in this thesis, to control this transition. The timer, indicating the time remaining

before the transition from Connected Inactive state to Idle state, starts when the UE finishes data

transmission.

The introduction of this state transition is motivated by the difference in the memory utilization

of a UE in two states and the difference in CPU resource consumption when moving to Connected

state. When a UE is in Connected Inactive state, the memory consumption is large, but the CPU

resource is not used when moving to Connected state. On the other hand, when the UE is in

Idle state, the memory consumption is small, but the transition to Connected state requires CPU

resource for signaling procedure. Therefore, when the number of UEs in Connected Inactive state

and that in Idle state can be controlled, we can manage CPU and memory utilization of mobile

core nodes. We consider that such control can be realized by introducing a state transition from

Connected Inactive state to Idle state.

4.2 Timer Configuration for State Transition

It is obvious that the length of Idle timer affects the number of UEs in Connected Inactive state

and Idle state. When Idle timer becomes longer, the number of UEs that transits from Connected

Inactive state to Idle state would decrease, meaning that the number of UEs in Connected Inactive

state increases while that of Idle state decreases, and vice versa. Therefore, by carefully choosing

the length of Idle timer, we can control the CPU and memory utilization of mobile core nodes.

In Section 5, the potential of this method in controlling the resource utilization is assessed by the

mathematical analysis.
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4.3 Adaptive Adjusting of Idle timer

In the actual environment, an appropriate length of Idle timer cannot be determined easily. This is

because the fluctuation of the number of accommodating devices and their communication char-

acteristics brings various changes in the server resource consumption. Therefore, we introduce

a method for adaptively control the length of Idle timer based on the measurement of CPU load

and memory consumption of mobile core nodes, so that the number of devices that can be ac-

commodated is maximized. The number of devices that can be accommodated is defined as the

maximum number of UEs that can be further accommodated without overloading either CPU or

memory resources, assuming that UEs have the same communication characteristics as currently

accommodated. It is also premised that the number of currently accommodated UEs, CPU load

and memory usage of mobile core nodes can be observed.

Let NUE be the number of UEs currently accommodated. Let CNUE
(T ) and MNUE

(T ) be the

consumption of CPU and memory resources, when the number of accommodating UEs is NUE

and the length of Idle timer is T , respectively. Let N cap
UE (T ) be the maximum number of devices

that can be accommodated when the length of Idle timer is T . Then N cap
UE (T ) can be expressed

as follows, where Cmax and Mmax are the maximum amount of CPU and memory resources that

can be used.

N cap
UE (T ) =

⌊
NUE ·min

{
Cmax

CNUE
(T ) ,

Mmax

MNUE
(T )

}⌋
(1)

In the proposed method, the length of Idle timer is adaptively changed to maximize N cap
UE (T ).

Specifically, at every regular time interval (denoted as time step in what follows), the consumption

of CPU and memory resource is observed, and the length of Idle timer is shifted so that N cap
UE (T )

increases. Idle timer is controlled by repeating this operation continuously.

It may take a long time for Idle timer reaching an optimal length when the maximum manip-

ulated variable in each time step is small. On the other hand, the control may become unstable

with overshooting effects when the manipulated variable is too large. Therefore, in this thesis, we

exploit PID control [27], which is known to be simple and highly versatile.

As qualitatively clarified in Subsections 4.1 and 4.2 and numerically confirmed in Section 5,

CPU resource consumption is reduced and memory resource usage is increased as Idle timer in-

creases. For this reason, Cmax

CNUE
(T ) is monotonically non-decreasing and Mmax

MNUE
(T ) is monotonically

non-increasing as Idle timer increases. Let T be a set of T which fulfill the following Equation (2)
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and let Toptimal be a set of T which maximize N cap
UE (T ). Then, T ∈ T is a sufficient condition for

T ∈ Toptimal.

Cmax

CNUE
(T )

=
Mmax

MNUE
(T )

(2)

Based on Equation (2), we define measured process value y(t) and desired process value r(t) in

PID control as follows, where t is a variable that represents time step.

y(t) =
CNUE

(T )

Cmax
− MNUE

(T )

Mmax
(3)

r(t) = 0 (4)

The error e(t) and manipulated variable u(t) in PID control are defined as follows. Then, Kp,

Ki and Kd are the proportional gain, the integral gain and the derivative gain, respectively. These

parameters are set based on Ziegler-Nichols’ Ultimate Gain method [27].

e(t) = r(t)− y(t) (5)

u(t) = Kp · e(t) +Ki ·
∫ t

0
e(τ)dτ +Kd ·

de(t)

dt
(6)

Idle timer (T ) is dynamically increased and decreased based on u(t) for maximizing N cap
UE (T ).
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5 Analysis of Potential Performance of Proposed Method

In this section, we evaluate the potential of the proposed method based on mathematical analysis.

5.1 Performance Analysis

We first give the mathematical analysis for the consumption of CPU and memory resources of

mobile core nodes, which can be controlled by adjusting Idle timer. Then we derive the conditions

for accommodating UEs. We focus on the CPU load and memory usage of MME since MME is

the most bottlenecked node in mobile core network [5]. Also, because the resources of the data

plane and the control plane are generally separated in mobile core networks, we focus only on the

load on the control plane. In addition, we assume that the time required for data transmission is

sufficiently small compared to the communication cycle of UE, meaning that the data transmission

never overlaps the control plane communication for the communication of the next cycle.

5.1.1 CPU Load

The CPU load is derived based on the number of signaling messages per second which is processed

by MME. Let NUE be the number of currently accommodated UEs and let U be a set of the UEs

(U = {u1, u2, . . . , uNUE
}). Let T ci and T i be the length of Inactive timer and Idle timer respec-

tively. Let Th be the communication interval of uh (uh ∈ U). Let ch(T i) be the average number

of signaling messages per second generated by uh when Idle timer is T i. Table 1 summarizes the

notations for the number of signaling messages generated by UE’s state transitions. Then, ch(T i)

is calculated as Equation (7), where dh is the probability that uh transits to Connected state from

Connected Inactive state when transmitting data. Note that, we consider that T i ≥ T ci always

holds.

ch(T
i) =



1
Th

· sc→c
MME if Th ≤ T ci

1
Th

· (sci→c
MME + sc→ci

MME) · dh

　　　　　+ 1
Th

· sci→ci
MME · (1− dh) if T ci < Th ≤ T i

1
Th

· (si→c
MME + sc→ci

MME + sci→i
MME) otherwise

(7)
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Let C(T i) be the average CPU load of MME. C(T i) is calculated as follows.

C(T i) =

NUE∑
h=1

ch(T
i) (8)

5.1.2 Memory Consumption

Let τ ch(T
i), τ cih (T i) and τ ih(T

i) be the ratios of time that the UE uh is in Connected state, in

Connected Inactive state and in Idle state, respectively, when Idle timer is T i. Then, τ ch(T
i),

τ cih (T i) and τ ih(T
i) are calculated as follows.

τ ch(T
i) =


1 if Th ≤ T ci

T ci

Th
· dh + 0

Th
· (1− dh) if T ci < Th ≤ T i

T ci

Th
otherwise

(9)

τ cih (T i) =


0 if Th ≤ T ci

Th−T ci

Th
· dh + Th

Th
· (1− dh) if T ci < Th ≤ T i

T i−T ci

Th
otherwise

(10)

τ ih(T
i) =


0 if Th ≤ T ci

0 if T ci < Th ≤ T i

Th−T i

Th
otherwise

(11)

The notations for the memory consumption generated by a UE in each state are presented as

Table 2. Let mh(T
i) be the average memory consumption of MME generated by uh, when Idle

timer is T i. Then, mh(T
i) is calculated as follows.

mh(T
i) = mc

MME · τ ch(T i) +mci
MME · τ cih (T i) +mi

MME · τ ih(T i) (12)

M(T i), which represents the average memory consumption of MME generated by all UEs, when

Idle timer is T i, is calculated as follows.

M(T i) =

NUE∑
h=1

mh(T
i) (13)
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5.1.3 Conditions for Accommodating Devices

Let Cmax and Mmax be the maximum number of signaling messages that MME processes per

second and the size of memory in MME, respectively. Then, all UEs can be accommodated when

there exists T i that satisfies the following both conditions at the same time.

C(T i) ≤ Cmax

M(T i) ≤ Mmax
(14)

5.2 Numerical Evaluation Results

5.2.1 Parameter Setting

Table 3 shows the parameters utilized in the numerical evaluation. We set the length of Inactive

timer to 10 sec [2]. The number of signaling messages associated with state transitions is deter-

mined based on [1] and [2]. The memory consumption of MME associated with UE’s state is

determined based on the source code of OpenAirInterface (OAI) [28], which is an open source

software that implements mobile core network functions. Specifically, the memory usage is calcu-

lated by the data size stored at MME, derived from the static analysis of OAI source code. Because

Connected Inactive state is not implemented in OAI, the memory consumption is estimated to be

the same as Connected state based on signaling procedures in [1] and [2].

The maximum number of signaling messages that MME processes per second is configured

based on the experimental results in [29]. In [29], the authors presented the relationship between

the frequency of UE’s attach requests to the mobile core network and the processing delay at MME

by experiments using OAI. They revealed that exponentially increase in processing delay can be

caused by high frequency of attach requests. In this thesis, the maximum number of signaling

messages per second that MME processes is set to 1,200 messages/sec. The memory size of

MME is set to 1,000 MB. In addition, we set dh = 1, meaning that the size of data transmitted by

UEs is enough large for transiting to Connected state.

5.2.2 Evaluation Scenarios

The performance of the proposed method is evaluated in two scenarios which is different in com-

munication characteristics of UEs. In Scenario 5-1, the number of UEs is 500,000, and their

communication intervals are uniformly distributed between 10 s and 6,000 s. In this scenario, we
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confirm the fundamental characteristics of the proposed method in terms of the control width for

server resources. In Scenario 5-2, the number of UEs is 500,000, and their communication inter-

vals are summarized in Table 4, which is based on the typical example in [30]. In this scenario,

we evaluate the proposed method in terms of the network capacity in accommodating UEs, with

realistic characteristics of UE’s communication.

5.2.3 Results and Discussions

Figure 5 shows the evaluation results for Scenario 5-1, that plots the relationship between the

CPU and memory consumption when Idle timer changes. The horizontal axis represents the CPU

load, and the vertical axis represents the memory usage. The vertical and horizontal dashed lines

represent Cmax and Mmax, respectively. Also, the colors of the points correspond to the length

of Idle timer from 10 s to 6,000 s. From Figure 5, we can observe that the CPU and memory

consumption significantly change according to the changes in Idle timer. Specifically, the CPU

load decreases and the memory consumption increases with the increase of Idle timer. This is

because the increase of Idle timer makes more UEs remain Connected Inactive state, causing the

reduction of signaling messages and the increase of session information stored at MME. This

result obviously shows that CPU load and memory consumption can be controlled by changing

Idle timer. On the other hand, the CPU load exceeds Cmax when Idle timer is smaller than 1,422,

and the memory usage exceeds Mmax when Idle timer is greater than 4,000. These results mean

that we need to adjust Idle timer between 1,422 s and 4,000 s to accommodate all UEs in this

scenario.

Figure 6 shows the relationship between the CPU and memory consumption in Scenario 5-2.

In this scenario, Idle timer is changed from 10 s to 86,400 s. From this figure, we can observe that

the CPU load step-wisely decreases with the increase of Idle timer. This is because the distribution

of the communication interval of UEs is discrete. It is also observed that the memory consumption

exceeds Mmax when Idle timer is greater than 72,789 s. Therefore, we need to adjust Idle timer

smaller than 72,789 s to accommodate all UEs in this scenario.

By comparing Scenarios 5-1 and 5-2, we confirmed that the CPU load and memory consump-

tion are different even when the number of UEs is identical, because they significantly depend

on the communication characteristics of accommodated UEs. Also, it can be confirmed that the

conditions on Idle timer for accommodating all UEs are different in both scenarios. Therefore, an
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adaptive control of Idle timer is essential to maximize the number of UEs that can be accommo-

dated, especially when their communication characteristics are unknown, such as for IoT devices.

We next evaluate the effect of Idle timer on the capacity of mobile core network, using numer-

ical examples with Scenario 5-2. Figure 7 shows the evaluation results when the number of UEs is

469,200, 925,700, and 1,178,100. Focusing on the case of 469,200 UEs, we can observe that when

Idle timer is enough small, the CPU and memory consumption are both lower than the system ca-

pacity (Cmax，Mmax). However, when Idle timer is greater than 80,000 s, memory usage reaches

Mmax. This means that when the length of Idle timer is longer than 80,000 s, the maximum num-

ber of UEs that can be accommodated is 469,200. The plots with 925,700 UEs shows that, when

Idle timer is smaller than 1,800 s, the CPU load reaches Cmax. This means that when the length

of Idle timer is smaller than 1,800 s, the maximum number of UEs that can be accommodated is

925,700. Finally, when focusing on the results with 1,178,100 UEs, it is observed that when Idle

timer is greater than 1,800 s and smaller than 3,281 s, the CPU load and memory consumption are

on Cmax，Mmax, respectively. This means that when the length of Idle timer is adjusted between

1,800 s and 3,281 s, the maximum number of UEs that can be accommodated is 1,178,100.

From the above evaluation, it is confirmed that the number of UEs that can be accommodated

changes greatly depending on Idle timer. Specifically, in Scenario 5-2, by setting Idle timer appro-

priately, the number of UEs that can be accommodated is improved by 151 % and 27 %, compared

the case when Idle timer is set greater than 80,000 s and that when the timer is set smaller than

1,800 s, respectively.

When the proposed method is not used, there is no state transition from Connected Inactive

state to Idle state. This is equivalent to the case when Idle timer is set to enough large value.

Based on the above discussion, with Scenario 5-2, we can conclude that by setting Idle timer

appropriately based on the proposed method, the number of UEs that can be accommodated is

improved by 151% compared to the case without the proposed method.
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Table 1: Notations for the number of signaling messages associated with UE’s state transitions

State Transition The number of

Source Destination signaling messages

Connected Connected sc→c
MME

Connected Inactive Connected Inactive sci→ci
MME

Connected Connected Inactive sc→ci
MME

Connected Inactive Connected sci→c
MME

Connected Inactive Idle sci→i
MME

Idle Connected si→c
MME

Table 2: Notations for the memory consumptions associated with UE’s states

State Memory consumption

Connected mc
MME

Connected Inactive mci
MME

Idle mi
MME
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Table 3: Parameter settings

Parameter Numerical setting

T ci 10 s

sc→c
MME 0 messages

sci→ci
MME 0 messages

sc→ci
MME 0 messages

sci→c
MME 0 messages

sci→i
MME 5 messages

si→c
MME 5 messages

mc
MME 17878 bits

mci
MME 17878 bits

mi
MME 408 bits

Cmax 1200 messages/s

Mmax 1,000 MB

dh 1

Table 4: The distribution for communication interval for Scenario 5-2

1 day 2 hours 1 hour 30 minutes

The ratios of UEs 40% 40% 15% 5%
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6 Simulation Studies on Adaptive Control of Idle timer

In this section, we evaluate the performance of adaptive control of Idle timer based on the proposed

method by simulation experiments.

6.1 Simulator

We constructed a simulator to simulate the behavior of UEs in a mobile core network, and resource

consumption of MME. At every time step, the simulator updates the state of UEs and the CPU and

memory consumption of MME, and Idle timer is updated based on the proposed method for the

next time step.

6.1.1 UE’s State Transition

The behavior of UEs is simulated by conducting state transitions as explained in Subsection 4.1

with Figure 4. The conditions for state transitions are evaluated every time step. Each UE has

an individual communication cycles and communication timings. Idle timer and Inactive timer of

each UE are both set when the UE performs data transmission.

6.1.2 CPU Load

The CPU load of MME is derived based on the number of signaling messages per second which

is processed by MME. Let C(t) be the CPU load of MME at time t. Table 1 summarizes the

notations for the number of signaling messages generated by UE’s state transitions. Also, Table 5

summarizes the notations for the number of UEs that make state transitions at time t. Then C(t)

is calculated as Equation (15).

C(t) = sc→c
MME · nc→c(t) + sci→ci

MME · nci→ci(t) + sc→ci
MME · nc→ci(t)

+ sci→c
MME · nci→c(t) + sci→i

MME · nci→i(t) + si→c
MME · ni→c(t) (15)

6.1.3 Memory Consumption

Let M(t) be the memory consumption of MME by accommodated all UEs at time t. Table 2

presents the notations for the memory consumption generated by a UE in each state. Also, Table 6
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presents the notations for the number of UEs in each state at time t. Then M(t) is calculated as

Equation (16).

M(t) = mc
MME · nc(t) +mci

MME · nci(t) +mi
MME · ni(t) (16)

6.1.4 Update of Idle timer

The Idle timer is adaptively controlled by the proposed method in Section 4. Specifically, the

Idle timer is dynamically updated by PID control based on the calculated results of the CPU and

memory consumptions of MME, by Equations (15) and (16). The Idle timer is applied to a UE

when it performs data transmission.

6.2 Evaluation Results

6.2.1 Parameter Setting

We utilize the same parameters in Table 5 for Section 5. The length of time step of the simula-

tion is set to one second. Table 7 shows the constants in PID control that are configured by the

Ziegler-Nichols limit sensitivity method. To determine these constants, we conducted the pre-

liminary experiments where the number of UEs is 648,000 and their communication intervals are

summarized in Table 4. Then, we determined the constants based on the results when Idle timer is

converged from the initial value (600 s) to the optimal value (3,280 s).

By comparing the results of control types in PID control, we revealed that the P control is

the most stable and converges Idle timer fastest among P, PI, and PID controls. Therefore, in this

section, we compare the proposed method with P control and the method without the proposed

method, meaning that Idle timer remains unchanged from 2,017 s that maximizes the number of

UEs that can be accommodated in the initial state of each scenario. There are mainly two reasons

why P control is the best among the three PID controls. The first is that the integral control did

not work effectively because no steady-state error occurred in the proposed method. The second

is that the discrete load fluctuations in simulation experiments make differential control unstable.

6.2.2 Evaluation Scenarios

The performance of the proposed method is evaluated in two scenarios. In both scenarios, at

the start of the simulation, the number of UEs is 240,000, and their communication intervals are
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summarized in Table 8. Then, UEs with a specific communication intervals are newly connected

to the network.

In Scenario 6-1, 320,000 UEs connects to the network at random timings between 60,000s and

70,000s. Their communication intervals are fixed to 100 s. After that, they are disconnected from

the network at random timings between 140,000 s and 150,000 s.

In Scenario 6-2, 320,000 UEs connects to the network at random timings between 60,000s and

72,000s. In addition, 120,000 UEs connects to the network at random timings between 100,000s

and 112,000s. Their communication intervals are fixed to 6,000 s. After that, they are disconnected

from the network at random timings between 140,000 s and 152,000 s.

6.2.3 Results and Discussions

Figures 8 and 9 show the evaluation results for Scenario 6-1, that plots the temporal changes in the

average CPU load and memory consumption every 10 s. Figure 8 is a result without the proposed

method where Idle timer is fixed, while Figure 9 is a result with the proposed method. Temporal

changes in Idle timer by the proposed method is shown in Figure 10. The dashed lines in these

figures represent the Cmax and Mmax.

From Figure 8, we can observe that the CPU load is temporarily increasing with increasing

the number of UEs. There are two reasons for that. First, the newly connected UEs cause signal-

ing procedures with their transition to Connected state. Second, once they transit to Connected

state, they never transit to Idle state and cause signaling procedures because their communication

intervals are shorter than Idle timer. Also, it is observed that memory consumption increases to

1,044 MB with increasing the number of UEs. This is because the UEs with short communication

intervals remain Connected state or Connected Inactive state, causing session information remain

stored in MME.

On the other hand, with the proposed method shown in Figure 9, Idle timer is controlled so

that the CPU load increases and the memory consumption decreases. Specifically, Idle timer is

decreased to reduce the number of UEs in Connected state or in Connected Inactive state. With

this control, the memory consumption reduces, while CPU load increases because the number

of UEs in Idle state increases. As a result, it is confirmed that while the CPU load increases to

1,133 messages/s, the memory usage decreases to 835 MB. From Figure 10, we can confirm the

decrease of Idle timer when the number of UEs increases.
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Without proposed method, it is difficult to accommodate further UEs because the memory

consumption exceeds Mmax. On the other hand, with the proposed method, more UEs can be

accommodated because both CPU load and memory usage have not reached Cmax and Mmax,

respectively. This clearly explains the effectiveness of the proposed method that adaptively adjusts

the CPU and memory resource demand by currently accommodated UEs to increase the number

of UEs that can be further accommodated.

In addition, we can observe that Idle timer has resumed to the level before the increase of UEs

when the UEs disconnect from the network.

Figures 11 and 12 show the evaluation results for Scenario 6-2, that plots the temporal changes

in the average CPU load and memory consumption every 10 s. Figure 11 is a result without the

proposed method where Idle timer is fixed, while Figure 12 is a result with the proposed method.

Temporal changes in Idle timer by the proposed method is shown in Figure 13. The dashed lines

in these figures represent the Cmax and Mmax.

From Figures 11 and 12, we can observe that the CPU load and memory consumption increase

with increasing the number of UEs. The increase of CPU load is caused by increasing the number

of UEs transiting to Idle state causing signaling procedures because the communication intervals

of the newly connected UE are longer than Idle timer. The memory usage increases because the

number of UEs in Connected state or in Connected Inactive state increases with increasing the

number of UEs. From Figure 11, it is observed that the CPU load increases to 1,041 messages/s

and the memory consumption increases to 602 MB with increasing 320,000 UEs. In addition, we

can observe that the CPU load increases to 1,253 messages/s and the memory usage increases to

692 MB with increasing further 120,000 UEs.

On the other hand, with the proposed method shown in Figure 12, contrary to scenario 6-1,

Idle timer is controlled so that the CPU load decreases and the memory consumption increases.

As a result, when 320,000 UEs connected, the CPU load and memory consumption increase to

965 messages/s and 719 MB, respectively, and when further 120,000 UEs connected, they increase

to 1,166 messages/s and 858 MB, respectively. From Figure 13, we can confirm the increase of

Idle timer when the number of UEs increases.

Without proposed method, it is difficult to accommodate further UEs because the CPU load

exceeds Cmax when 440,000 UEs added. On the other hand, with the proposed method, more

UEs can be accommodated because both CPU load and memory usage have not reached Cmax
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and Mmax, respectively. This results also explains the effectiveness of the proposed method.
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Table 5: Notations for the number of UEs that make state transitions at time t

State Transition The number of

Source Destination UEs

Connected Connected nc→c(t)

Connected Inactive Connected Inactive nci→ci(t)

Connected Connected Inactive nc→ci(t)

Connected Inactive Connected nci→c(t)

Connected Inactive Idle nci→i(t)

Idle Connected ni→c(t)

Table 6: Notations for the number of UEs in each state at time t

State The number of UEs

Connected nc(t)

Connected Inactive nci(t)

Idle ni(t)

Table 7: Constants setting in PID control

Constant Numerical setting

Kp 1.5

Ki 0

Kd 0

Table 8: The distribution for communication interval for Scenarios 6-1 and 6-2

10 s 20 s 30 s · · · 6,000 s 合計

The number of UEs 400 400 400 · · · 400 240,000
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Figure 8: Temporal changes in CPU load and memory consumption without the proposed method

in Scenario 6-1
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Figure 9: Temporal changes in CPU load and memory consumption with the proposed method in

Scenario 6-1
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Figure 11: Temporal changes in CPU load and memory consumption without the proposed method

in Scenario 6-2
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Figure 12: Temporal changes in CPU load and memory consumption with the proposed method

in Scenario 6-2
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7 Conclusion

In this thesis, we propose a method that dynamically controls server resource demand of mobile

core networks. Specifically, the CPU load and the memory resource demand of mobile core nodes

are adaptively adjusted by controlling the accommodated device’s state transitions.

The potential of the proposed method is evaluated by mathematical analysis. We confirm that

the resource utilization of the mobile core network can be improved by balancing CPU load and

memory consumption. Also, the proposed method can increase the capacity of the mobile core

network up to around 150 % without increasing server resources. We then evaluate the effective-

ness of proposed method that adaptively adjusts the control parameter of UE’s state transitions by

simulation experiments. We confirm that the proposed method can adaptively control server re-

source demand and avoid them from becoming short when the number of accommodating device

changes.

For future work, we plan to extend the proposed method by combining the resource control

architecture such as Server Disaggregation and scale-out/scale-in to respond to short-term and

long-term load fluctuations. It is also important to consider a more efficient control theory for

controlling device’s states.
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