Optimizing functional split of baseband processing
on TWDM-PON based fronthaul network

Go Hasegawa
Research Institute of Electrical Communication
Tohoku University, Sendai, JAPAN
hasegawa@riec.tohoku.ac.jp

Yoshihiro Nakahira and Masayuki Kashima
Oki Electronics Industry Co., Ltd.
Saitama, JAPAN
{nakahira523, kashima567} @oki.com

Abstract—One of the major shortcomings of Centralized Radio
Access Networks (C-RAN) is that the large capacity is required
for fronthaul network between Remote Radio Heads (RRHs) and
central office with baseband unit (BBU) pool. Possible solutions
are to introduce lower-cost networking technology for fronthaul
network, such as Time and Wavelength Division Multiplexing
Passive Optical Network (TWDM-PON), and to introduce func-
tional split, that moves some baseband processing functions to cell
site to decrease the utilization of the fronthaul network. In this
paper, we construct the mathematical model for selecting function
split options of baseband processing to minimize the power
consumption of TWDM-PON based fronthaul network. In detail,
we formulate the optimization problem for minimizing the total
power consumption of fronthaul network in terms of the capacity
of TWDM-PON, the number of RRHs in each cell site, server
resources, latency constraints, the amount of traffic from each
RRH, physical/virtual server power consumption characteristics.
Numerical examples are shown for confirming the correctness
of the proposed model and for presenting the effect of resource
enhancement methods on the capacity and energy efficiency of
the system.

Index Terms—S5G, fronthaul network, TWDM-PON, functional
split, baseband processing

I. INTRODUCTION

Centralized/Cloud-based Radio Access Network (C-RAN)
is often utilized in Long Term Evolution (LTE) and fifth-
generation (5G) mobile cellular networks, where baseband
processing is executed at a central office with Baseband Unit
(BBU), not at base stations as in the traditional Distributed
RAN (D-RAN). Its objectives include the decrease of the
cost of base stations and the introduction of coordinated
controls of multiple base stations for enhancing radio net-
work performance [1], [2]. Furthermore, by introducing cloud
technologies to the BBU, meaning that the baseband process-
ing is executed by software on general-purpose servers, we
can expect high efficiency in resource utilization and power
consumption because adaptive utilization of virtual/physical
servers is achieved according to the cell configuration and the
traffic amount.
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In C-RAN, Remote Radio Heads (RRHs) and BBU pool are
interconnected via a fronthaul network, and physical radio data
is transmitted from RRHs to BBU pool by specialized interface
such as Common Public Radio Interface (CPRI). Because of
the characteristics of CPRI, the required bandwidth is quite
large (e.g. 2.46 Gbps for each 20MHz channel bandwidth),
and is independent on the amount of user traffic. When
massive multi-input multi-output (MIMO) technologies and
ultra-dense cell configuration are introduced in 5G networks,
this problem becomes more serious. To decrease the large cost
of fronthaul networks, ethernet-based fronthaul networks such
as Next Generation Fronthaul Interface (NGFI) [3] and Time
and Wavelength Division Multiplexing Passive Optical Net-
work (TWDM-PON) based fronthaul network [4] are possible
solutions.

On the other hand, functional split is now paid much
attention, where a part of baseband processing functions are
executed at cell sites, the processed data is transmitted via the
fronthaul network, and the remaining processing functions are
conducted at the central office [5], [6]. By executing lower-
layer processing at RRH, the required bandwidth on fronthaul
network is significantly decreased, that can compress the cost
of fronthaul network for realizing 5G networks. Furthermore,
by introducing software-based processing at the cell site, on-
demand and adaptive configuration of functional split can be
realized. However, by introducing server resources at the cell
sites, the power consumption and monetary cost of the system
may increase. The functional split options, meaning that what
part of baseband processing functions are executed at each of
the cell site and central office, should be determined according
to various factors such as capacity and power consumption
characteristics of servers and fronthaul network, application
demands, and traffic amount. Especially, when TWDM-PON
is utilized for the fronthaul network, various characteristics of
TWDM-PON, such as the shared-bandwidth nature, should be
taken into account. However, to the best of our knowledge,
there is no previous work on selecting functional split options
for baseband processing on TWDM-PON based fronthaul



network.

In this paper, we give a mathematical model of selecting
functional split options for baseband processing in TWDM-
PON based fronthaul network. In detail, we formulate the
optimization problem in Integer Linear Program (ILP) form
to minimize the power consumption of the whole system by
selecting functional split options, in terms of the capacity
and latency of TWDM-PON network, the distribution of
RRHs, traffic amount from each RRH, performance and power
consumption characteristics of servers at cell sites and central
office, as well as the applications’ requirement on end-to-end
latency. Through numerical examples we exhibit that different
resource enhancement methods for performance improvement
gives the different effect on the energy efficiency, that can be
analyzed by our mathematical model.

The rest of this paper is organized as follows. Section II
summarizes the related work. In Section IIIl we give the
network and system model, functional split model, and power
consumption model. Then we formulate the optimization
problem for selecting functional split options in Section IV.
Section V exhibits the numerical examples of the analysis
model and gives some discussions. Finally, the conclusions of
this paper and some future work are presented in Section VI.

II. RELATED WORK

There are some previous works on the function split of
baseband processing in LTE/5G networks. In [7], the au-
thors discuss the effect of the functional split on the load
of the fronthaul network, considering the cell configuration
and multiplexing effect. They also focus on the effect of
packetization of the fronthaul network. However, they did
not consider the queueing effect of the packet-based network.
In this work, we assume the TWDM-PON based fronthaul
network, where the network bandwidth is fixedly allocated by
Dynamic Bandwidth Allocation (DBA) algorithm in Passive
Optical Network (PON).

In [8], the authors consider the functional split problem
as a Virtual Network Embedding (VNE) problem, and for-
mulate the problem as an ILP to obtain the virtual network
configuration with optimal functional split options according
to the requirements from Mobile Virtual Network Operators
(MVNOs). However, the model for server performance is
quite simple, and detailed networking technologies and power
consumption are not considered for fronthaul network. In the
present paper, we considered the detailed configurations and
power consumption of TWDM-PON, and server performance
is determined from the existing experimental results of base-
band processing.

The authors in [9] formulate the optimization problem for
minimizing the power consumption of the mobile network
system, considering the effect of the offloading baseband
processing functions and user tasks to fog and cloud servers.
To obtain numerical evaluation results, the authors exploit
the numerical data on the overhead of baseband processing
presented in [10]. However, the detailed networking technolo-
gies are not considered for fronthaul and backhaul networks.
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Fig. 1. Network and system model

Also, the power consumption model they utilized is too simple
to capture the actual characteristics of power consumption
of servers and network equipment. Our work exploits the
power consumption model for servers found in [11]. Also, we
formulate the power consumption of TWDM-PON network
based on its detailed physical configuration.

In [12], the authors consider TWDM-PON based fronthaul
network, and formulate the optimization problem to minimize
the power consumption by selecting the location at which
baseband processing is executed, from fog servers at cell site
and cloud servers at central office. However, the model does
not consider the network topology and the configuration of
cell site. Also, they ignore the network traffic on the fronthaul
network after baseband processing. Our model is similar to that
in [12], but we construct more realistic model by considering
various factors such as functional split options, the traffic
amount on the fronthaul network, the network topology, and
cell site configuration. Also, for obtaining numerical evalu-
ation results, we borrowed the experimental results in [13]
and [14] which conducted the experiments of functional split
in LTE networks. Also, in [15], the experimental results on
functional split with virtual machines are presented to deter-
mine the limitation of the transmission latency of fronthaul
network. However, these works do not discuss the optimal
functional split options.

III. ANALYSIS MODEL

A. Network and system model

Figure 1 depicts the network and system model used in this
work. One or multiple cell sites, each of which accommodates
one or several RRHs, are connected to a central office via
a TWDM-PON based fronthaul network. The network traffic
generated at each RRH is transmitted to the central office via
Optical Network Unit (ONU) at the entrance of the cell site
and Optical Line Terminal (OLT) at the entrance of the central
office. The TWDM-PON based fronthaul network supports
multiple wavelength and each ONU can choose the wavelength
for each RRH traffic. The cell sites and central office has a
cluster of physical servers, which is called as micro data center
(“Micro DC” in the figure) and CO data center, respectively.

For the network traffic generated at each RRH, the baseband
processing is executed both of or either one of micro data cen-



ter or CO data center, and resulting IP packets are forwarded
toward the mobile core network or external IP network.

B. Functional split options for baseband processing

In this work, the functional split options are defined based
on [13], [14]. Figure 2 depicts four options for functional split
(Split 1-4) for uplink network traffic from a RRH to mobile
core network. Each option has the functions executed at the
micro data center at the cell site and those executed at the
CO data center at the central office. Split 1 corresponds to C-
RAN configuration, where almost all functions are executed
at the central office, whereas Split 4 is D-RAN configuration
where all functions are executed at the cell site. Split 2 and
Split 3 are midway options, each of them has different portion
of functions executed at the cell site and central office.

In each split option, the load on servers and processing
latency at micro data center and CO data center are different.
Also, the required bandwidth of the fronthaul network is
dependent on the portion of functions executed at the micro
data center. Table I summarizes the CPU load, processing
latency, and required bandwidth for each split option. We
determined the processing latencies and CPU utilizations
based on the experimental results in [13], [14], respectively.
In detail, “Low performance server” and “High performance
server” correspond to the server used in the experiments in [14]
and [13], respectively, and we utilized the experimental results
in these works and converted them appropriately based on
CPU benchmark scores in [16]. Note that when the CPU
utilization is larger than 100%, it means that the functions
require multiple CPU cores to be executed. The required
network bandwidths are the calculation results in [14].

From Table I, we can observe that from Split 1 through
Split 4, the CPU overhead at the micro data center in-
creases, while that at the CO data center decreases. The
processing latency changes according to the CPU overhead.
These changes also affect the power consumption at both
data centers. Furthermore, the required bandwidth of fronthaul
network decreases from Split 1 through Split 4, that affect the
load on the fronthaul network. Therefore, for optimizing the
system performance, we should select a functional split option
for each RRH traffic carefully according to various factors
such as the capacity and the power consumption characteristics
of servers and fronthaul networks.

C. Power consumption model

Servers at micro data centers and CO data center consume
electrical power when executing baseband processing func-
tions. In this work we exploit the power consumption model
in [11] as shown in the following equation, where P(x) is the
power consumption of a virtual server when the load is x.

0 =0
P(x) = { MLy + 1 otherwise,

(D

where G is the maximum performance of a virtual server, M
is the power consumption at the maximum performance, I is
the power consumption when the server has no load. In this
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Fig. 2. Functional split options for baseband processing [14]

model, the power consumption increases linearly as the server
load increases. When we can stop a virtual server with no
load, its power consumption is zero.

The power consumption of TWDM-PON based fronthaul
network is determined the number of wavelengths activated
for accommodating RRH traffic. It means that the number of
used wavelengths should be minimized to decrease the power
consumption of the network.

Note that our analysis model can accept different power
comsumption model, since it is interpreted into pre-defined
numerical paremeters for optimication problem.

IV. OPTIMIZATION PROBLEM FORMULATION

In this section, we formulate the selecting problem of
functional split options as an ILP that minimizes the total
power consumption required for processing the network traffic
generated at RRHs, based on the network and system model
in Section III.

A. Variable definitions

The variables in the model are defined as follows. R is the
number of RRHs in the network, each of which is denoted as
RRH; (1< i < R). Cell sites and a central office are called as
nodes. The total number of nodes is IV, where the central office
is node 1 and the cell sites corresponds to node 2 through N.
afll (1< i £ R, 2< n < N) explains the network topology,
where a!, = 1 when RRH; is accommodated in node n and
al, = 0 otherwise.

The number of wavelengths of TWDN-PON is W, and
the network bandwidth of the wavelength w (1< w < W)
is denoted by B,,. The number of split options is K and
each split is denoted by Split k¥ (1< k < K). B!, k. MEANS
the required network bandwidth when the traffic from RRH;
from node n is processed by Split k£ and transmitted by the
wavelength w. X, , 2<n < N, 1< k < K) means the power
consumption at the micro data center (node n) when the traffic
from RRH is processed by Split k. X5 ; (1< k < K) means
the power consumption at the data center (node 1) when the



TABLE I

RESOURCE CONSUMPTION AND PROCESSING LATENCY OF SPLIT OPTIONS

Low performance server High performance server
Split option Split 1 | Split 2 | Split 3 | Split4 | Split 1 | Split 2 | Split 3 | Split 4
CPU utilization at micro data center [%] 0 322 126.7 139.5 0 12.4 48.7 53.7
Processing latency at micro data center [us] | O 111 1,772 1,972 0 43 682 758
CPU utilization at CO data center [%] 139.5 107.3 12.8 0 53.7 413 4.9 0
Processing latency at CO data center [us] 1,972 1,861 200 0 758 716 77 0
Traffic rate [Gbps] 2.46 0.72 0.054 | 0.054 | 2.46 0.72 0.054 | 0.054

traffic from RRH is processed by Split k. D,, , 2< n < N,
1<k < K)and D;; (1< k < K) represents the processing
latency at the micro data center (node n) and CO data center
(node 1), respectively, when the traffic from RRH is processed
by Split &.

C, (1< n < N) is the power consumption of the physical
server of node n. L, (1< w < W) means the power
consumption when wavelength w of TWDM-PON is activated
for accommodating one or more RRH traffic. 7,, Q< n < N)
is the propagation delay of TWDM-PON between node 1 and
node n. P, (1< n < N) is the number of CPU cores at the
node n. When the number of cores is one for each server, the
number of CPU cores corresponds to the number of servers.

B. Optimization problem definition

The optimization problem to minimize the total power
consumption of the system is formulated as follows.

Minimize :
N R K W

Zzynkank+X1k)

n=2i=1 k=1 w=1

accommodating RRH traffic, and 0 otherwise. Note that x,,
and [,, are determined from y; . . as follows.

R K W
x — 1 if Zzzynkwf (9)
" i=1 k=1 w=1
0 otherwise
N R K )
lw — 1 if ;;;y;,k,w > 1 (10)

0 otherwise.

Equation (2) consists of the power consumption of virtual
servers at micro data centers and CO data center, the power
consumption of physical servers, and the power consumption
of TWDM-PON fronthaul network. Equation (3) means that
the decision variables must be binary. Equation (4) represents
the network topology constraints, meaning that the traffic
from a RRH must be processed at the micro data center at
the cell site where the RRH is accommodated. Equation (5)
is the constraint so that all RRH traffic must be processed
one and only one micro data center and the central office.
Equation (6) means that the amount of traffic accommodated
by each wavelength of TWDN-PON must be equal to or

N w smaller than the capacity of the wavelength. Equation (7)
+ Z ,Cp + Z L Ly (2) represents the end-to-end latency constraint, where the sum

n=1 w=1 of processing latencies at the micro data center and CO data
Subject to center, and the propagation delay of TWDM-PON must be
Yhmows Tns b € {0,1} (3) equal to or smaller than the upper limit determined for each
yz < a; Vi, n, b w @) RRH traffic. Finally, Equation (8) means that the total load
N W on each server must be equal to or smaller than the server

3 g =1Vi )
w=1

capacity.

n=2k=1 V. NUMERICAL EVALUATIONS

N R K

Z Z Z Yo kB jaw < Buw Yw (6) In this section, the numerical examples of the optimization
n=2i=1k problem in Section IV are presented to confirm its effective-
y; fw Dn k+ 7o+ D1} <A; Vi,n, k,w (7) ness to derive the optimal configurations of functional split
K R W options to minimize the power consumption. We also con-
Z Z Z Ye e wpk < 100 - P, Vn, (8) sider the scenarios of resource enhancement for performance
i e improvement and their effect on the energy efficiency.

where decision variables are y,’;’n’w, ZTn, and ly,. y}cnw is 1
when the traffic from RRH; at node n is processed by Split &k
and transmitted by the wavelength w, and 0 otherwise. x,
is 1 when the physical server at node n is activated, and
0 otherwise. [,, is 1 when the wavelength w is used for

The optimization problem is solved by IBM® ILOG®
CPLEX® Interactive Optimizer 12.10.0.0 [17] on MacBook
Pro® 2019 (2.4 GHz and 8 core of Intel Core i9 CPU
and 64 GB of 2,667 MHz DDR4 memory). The calculation
time for each optimication problem is less than 200 msec.
When there are multiple solutions that give the minimal power



consumption, we utilize one of them to present the evaluation
results.

A. Parameter settings and evaluation scenarios

We utilize the network model in Figure 1, and set the
number of nodes (/N) to 2, meaning that there is only one
cell site in the network. Note that the cases of N > 2 give the
similar results to what follows. The link bandwidth of each
TWDM-PON wavelength w (B,,) is set to 10 [Gbps]. The
traffic amount from each RRH is set to 0.054 [Gbps] as in
Table I.

The power consumption for activating each TWDM-PON
wavelength w (L,,) is set to 20 [W]. The number of split
options (K) is four as in Table I. X, x, Dy, and B}y ,
are also configured as in Table 1. Baseband processing at
micro data centers and CO data center is executed on virtual
machines activated on the physical servers. The physical
server at the central office is always activated, and its power
consumption (C7) is 200 [W]. The physical servers at the
micro data centers are activated only when one or more virtual
servers are activated.

The power consumption for executing baseband processing
functions are determined by Equation (1) in Subsection III-C,
where z means the CPU utilization [%] and its upper limit
(G) is determined by the product of the number of CPU
cores at node n (P,) and 100. The power consumption at the
maximum performance (M) is determined from the Thermal
Design Power (TDP) of CPU found in [16], where the power
consumption is equal to TDP when the loads of all CPU cores
are 100 [%]. I is set to a half of M.

For the baseline scenario (Scenario 1), the following param-
eters are utilized: W =3, P, =30, P, =3, D, =2,000 [usec]
(2 < n), 7, = 10 [usec] (2 < n). In this scenario, the micro
data centers have low performance servers, and CO data center
has a high performance server.

Furthermore, we consider the multiple scenarios where the
system resource is enhanced for increasing the number of
accommodated RRHs. In Scenario 2, the server at the micro
data centers are changed to high performance servers. In
Scenario 3, we increase the number of CPU cores at the micro
data center () from 3 to 8. In Scenario 4, we increase the
number of wavelengths (W) from 3 to 6. These parameters
are determined so that the number of accommodated RRHs
becomes roughly equal. We compare the power consumption
of each scenario and discuss the effect of the resource en-
hancing methods on the system performance and the energy
efficiency.

B. Evaluation results and discussions

In Figure 3, we present the evaluation results of Scenario 1.
The upper graph depicts the usage of function split options
and TWDM-PON wavelengths, as a function of the number
of RRHs to be accommodated. Each colored box in the graph
means the utilization of a split option for processing a RRH
traffic. For example, when the number of RRHs is five, two
RRH traffic are processed by Split 1, one by Split 2, one by

Split 3, and one by Split 4. The number of vertical bars means
the number of wavelengths used to accommodate all RRH
traffic. When the number of RRHs is less than 11, the number
of used wavelengths is one. The number of wavelengths is two
when the number of RRHs is ranged from 11 to 14. When the
number of RRHs is ranged from 15 to 18, the number of used
wavelengths is three. Finally, then the number of RRHs is
larger than 18, the CPLEX solver has no solution, that means
that the system cannot accommodated 19 or more RRHs.
Therefore, the baseline scenario (Scenario 1), the upper limit
of the number of accommodated RRH traffic is 18. The lower
graph represents the change in the total power consumption.

From the figures, we can observe that when the number
of RRHs is small, Split 3 and Split 4 are often used. This
is because the micro data center has a lower performance
server, that gives smaller power consumption than the high
performance server at CO data center. So, to decrease the total
power consumption, larger portion of baseband processing
functions are executed at the micro data center. On the other
hand, when the number of RRHs increases, most of traffic are
processed by Split 1 and Split 2, that results in the increase
of the number of used wavelengths. This is because the lack
of server capacity at micro data centers.

We can also find that the power consumption increases
almost linearly as the number of RRHs increases. Additional
increases are found when the number of used wavelengths
increases.

Figures 4-6 present the evaluation results for Scenarios 2—
4, respectively. For comparison purposes, we plot the power
consumption of Scenario 1 in the lower graph of each figure.
The upper limits of the number of accommodated RRH traffic
in Scenarios 2—4 are 29, 29, and 30, respectively.

In Scenario 2 (Figure 4), we can confirm that Split 3
is often used compared with Scenario 1. This is because
the server at the micro data center is enhanced to high
performance server and more baseband processing functions
can be executed. This also contributes the reduction of the
number of used wavelengths. For example, when the number
of RRHs is 15, only one wavelength is used in Scenario 2,
while three wavelengths are used in Scenario 1. The total
power consumption increases as compared with Scenario 1,
that is caused by increased power consumption of the server
at the micro data center.

In Scenario 3 (Figure 5), we can confirm that Split 3 and
Split 4 are often used compared with Scenario 1. This is also
because of the resource enhancing at the micro data center.
We also note that the power consumption is smaller than
Scenario 1 when the number of RRHs is ranged from 11 to
18. This is because of the reduction of the number of used
wavelengths.

While we can observe the almost the same effect on the
upper limit of the number of the accommodated RRHs and
the number of used wavelengths in Scenarios 2 and 3, the
total power consumption of Scenario 3 is significantly small
(approx. 20% reduction) compared with that of Scenario 2.
This means the importance of the selection of resource en-
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hancing method when we care about the power consumption
of the system. Such optimization can be easily achieved by
solving the optimization problem defined in this paper.

In Scenario 4 (Figure 6), the selected split options and the
total power consumption remain unchanged from the results in
Scenario 1, since the server performance is identical. However,
since the number of wavelengths increases, the number of
RRHs that can be accommodated is enhanced. Furthermore,
when comparing the power consumption with Scenarios 2 and
3, Scenario 4 exhibits middle performance among the three
scenarios. We also note that the power consumption variation
in the three scenarios is around 140 [W], that is roughly 25 [%]
of the power consumption of Scenario 3. This result again
strengthens the importance of selecting resource enhancing
method on the energy efficiency of the system.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we gave the mathematical model for selecting
functional split options of baseband processing for optimizing
the system performance with fronthaul network based on
TWDM-PON. In detail, we formulated the selecting problem
of functional split options as an ILP to minimize the power

consumption, with constraints on the network and server
capacities, end-to-end latency, and the network topology,
considering the power consumption characteristics. Through
numerical examples, we discussed the effect of resource en-
hancing methods for performance improvement on the energy
efficiency. One of the results is that adding CPU cores at micro
data centers is effective to increase the number of RRHs to be
accommodated while the total power consumption kept small.

In this work, for obtaining numerical evaluation results
we utilized the experimental results of function split in LTE
networks in [13], [14]. Since our model is independent on the
mobile network generation, the numerical evaluation for 5G
networks can be conducted when we have experimental results
of function split in 5G network. This is one important future
work.

We also plan to investigate the scalability of our optimi-
cation problem in terms of the number of entities and traffic
demends of the system, that is important for short-term adapta-
tion to the dynamically-changing network environment. It may
be affected by the implementation difficulties of functional
split technologies and the overhead in gathering information
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solving the optimization problem.
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