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Abstract—In order to realize the Digital Twin, it is neces-
sary to instantly understand various objects existing in the
real world through various sensor devices. In recent years,
the development of machine learning technologies such as a
convolutional neural network has been remarkable, and in the
field of video analysis, they achieve very high recognition rates.
However, if all sensor data were collected and processed in
the cloud, network transmission bandwidth and communication
delays would become bottlenecks. The brain is a light weight
system that makes decisions based on uncertain observations
and We have previously proposed an object recognition method
based on a mathematical model of how the brain recognizes
information. In this paper, we extend this method. The features
of the brain’s recognition of spatial context are modeled by a
conditional random field and incorporated into it. We show that
our proposal can recognize multiple objects with an accuracy
of more than 83.2% even from noisy information, and can be
applied to 60 fps video in the evaluation environment.

Index Terms—Mobile AR, digital twin, multimodal recognition,
Bayesian attractor model, Bayesian causal inference.

I. INTRODUCTION

Internet of Things (IoT) [1] has been attracting attention that
links various devices with network services. Through the IoT
network, the positions and states of objects in the real world
can be measured and stored on a computer, which allows for
more diverse services. In this way, all objects in the real world
can be identified and mapped onto a virtual space, which is
called a Digital Twin [2]. When the digital twin is realized,
every event in the real world can be simulated in the virtual
world, and the feedback is expected to be useful in various
situations, such as ensuring safety and saving resources [3].

In order to construct a wide-area real-world digital twin in
real time, video from many cameras must be processed in real
time. If all video data were collected and processed in the
cloud, network transmission bandwidth and communication
delay would become bottlenecks. Therefore, it is desirable to
construct a digital twin in which video data is analyzed at the

edge device in the immediate vicinity of the camera, and only
the object data extracted from the analysis is collected in the
cloud. However, current high-precision CNNs require a large
amount of computing power [4], making real-time analysis at
the edge difficult, and recognition accuracy is sacrificed when
computational power is reduced by a lightweight model.

A familiar example of a lightweight system that makes deci-
sions from uncertain observational information is the informa-
tion processing mechanism of the brain. Moreover, it is known
that the human brain is not only light-weight but also processes
cognition through multimodal information processing [5]-[7],
and there are efforts to improve the accuracy of cognition by
machine learning with reference to such a mechanism [8], [9].
The brain uses uncertain information obtained from the eyes,
ears, skin, and semicircular canals to infer the state of the
surrounding environment and to make final decisions. Such
a brain recognition mechanism is a lightweight system that
can conserve computational resources. Information processing
of the brain was modeled hierarchically in [10]; feature, uni-
modal, and multimodal levels. In [11], we previously proposed
an object recognition method that employs this hierarchical
model and for the unimodal and multimodal levels, we use
the Bayesian attractor model (BAM) [12] and Bayesian causal
inference (BCI) [5]-[7], [13] respectively, while basic media-
specific data preprocessing is performed at the feature level.

The BAM represents the behavior of a person’s decision-
making process based on observed information by using
Bayesian estimation, and thus, it is expected to identify objects
with high accuracy from uncertain time-varying information.
BCI is a mathematical model of the process by which humans
recognize perceptual objects using multiple modalities (e.g.,
vision and audition). In this cognitive model, humans infer
whether two input stimuli originate from the same stimulus
source, and then integrate each input stimulus to make a final
cognitive decision.
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Fig. 1. Object recognition inspired by the human brain

Figure 1 shows our system model. Small edge devices
equipped with multiple sensors, such as video cameras, depth
cameras, LiDAR, motion sensors, etc. are distributed over a
network. As described earlier, object recognition tasks are not
performed in a cloud but distributed to edge devices, which
read sensor data and recognition tasks described below, and
send recognition results to the cloud. In the cloud, recognition
results from various devices are integrated and maintained as
a digital twin. At each edge device, by using the BAM to
estimate objects individually from the features of the video
modality and the location modality obtained from the sensor
devices, and then integrating them with BCI to make decisions.

In this paper, we extend our previous method by incorporat-
ing features that recognize spatial and temporal context. Our
previous method outputs a label indicating what the object is
based on the previously stored image of the object and the ob-
ject’s location in the object recognition task. The higher-level
recognition performed by the brain allows it to grasp spatio-
temporal information about an object. For example, there are
no multiple identical objects in space, and the distance they
move in time within one frame of video is very small. For this
recognition, we used a conditional random field (CRF) that is
capable of capturing spatio-temporal information [14].

The remainder of this paper is organized as follows. In
Section II, we describe the mathematical basis of the BAM
and BCI. In Section III, we describe a method for applying the
results of extracting the features of each modality from video
and inputting them into the BAM and then the BCI model.
In Section IV, we evaluate our proposed method. Section V
gives the conclusion of this paper.

II. RELATED WORK
A. Bayesian Attractor Model

The BAM estimates which of the pre-stored options matches
the observation target. It has been applied to the research of
networks in [15], [16]. The BAM has an internal decision
state z,;, and it updates this state when receiving external
observations x;. By updating the state based on Bayesian
inference, z; is not treated as a single point, but is represented
as a probability distribution P(z;) that reflects the uncertainty
of the observation and brain state.

We prepare as many stable points (attractors) ¢q, . .., @, in
the state space where z exists as the number of choices (n),
and make the decision to take the i-th choice when z is suffi-
ciently close to ¢. Because z; is represented as a probability
distribution, we derive a probability density (hereafter called

the confidence level) where z, = ¢; and make a decision using
this confidence level. The details of state updating and decision
making are described below.

1) State Update: The state update is performed by finding
the posterior distribution P(z:|x;) of the decision state z; by
Bayesian estimation when the observed value x; is obtained.
The following generative model is assumed for x; and z;:

Atf(zi—ae) + VAtwy, (1)
Mo (zi) + vy, ()

Zi — Zy— At

Xt =

where f(z) represents the dynamics of a Hopfield network,
one of the attractor models, and the dynamics has multiple
attractors. When n is the number of options to be stored in
the Bayesian attractor model, we design it so that f has n
attractors ¢1, ..., ¢,. In the above equations, M is a feature
matrix for each option, with M = [uy,..., un] where u; is
a feature vector of the ¢-th option; o is a multidimensional
sigmoid function with a value range of O to 1; and w; and
v, are random numbers following normal distributions w; ~
N(0, Z—i[) and v; ~ N(0,7%1), respectively. N denotes a
normal distribution. I is a unit matrix, and when At is 1, the
respective standard deviations are ¢ and r. These deviations
determine the noise level of the dynamics and observation in
the generative model, so ¢ is called the dynamics uncertainty
and r is called the sensory uncertainty.

2) Decision Making: Which attractor the internal state of
the brain is close to can be determined based on the magnitude
of the confidence level and therefore, decision making is done
when the confidence level for one of the options exceeds the
threshold value. The posterior probability distribution of z;,
P(z]x;), is obtained by the state update. Here, approximate
calculations are performed using the unscented Kalman fil-
ter (UKF) to account for the non-linearity of the generative
model, as given in [12]. Finally, the confidence level is
obtained for each pre-stored option, ¢ = {¢1,...,¢,}, and
¢i = P(z; = ¢;|x¢). Note that since the Kalman filter is
used, estimated P(z;|x;) is probability density function of a
multivariate normal distribution.

B. Bayesian Causal Inference

BCI is a mathematical model of human cognition based
on multimodal perceptual stimuli. For example, when we see
something on the left side of our field of vision and hear a
sound from the same direction, we may judge the direction of
arrival by integrating our visual and auditory senses, assuming
that these stimuli originate from the same source, or we may
judge the direction of arrival separately, assuming that they
come from different directions. A comprehensive knowledge
of causal inference is summarized in [17], and its application
to information science fields such as machine learning is
discussed in [18].

In [5], a mathematical formulation for the following pro-
cess is given. When an object is presented, both modalities
(visual and auditory) perceive the location of the object and
probabilistically infer whether both modalities observe the
same object (causal inference), which is used to integrate
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Fig. 2. Extending the BAM with BCI

the observations from each modality to recognize the object’s
location (model average). The result is a weighted sum of
the integrated recognition result and segregated recognition
results. If the causal inference obtains a higher confidence that
both modalities observe the same object, model-average results
place a higher weight on the integrated result; otherwise,
model-average results place a higher weight on the segregated
results.

C. Object Recognition method with BAM and BCI

Here, we describe our previous work [11]. As shown in
Figure 2, we integrated the BAM and the BCI, where the
confidence level output from the BAM, c, is used as an input
to the BCI, causal inference is performed to infer whether the
same object is observed in the video and location modalities,
and the result is used for multimodal integration by the model
average algorithm to output the final object.

To use the BAM and the BCI for object estimation, we
stored the features about the object to be recognized, taken
from the two modalities, the video modality and the location
modality, in the BAM by assigning them to a matrix M. The
features used in each modality are described below.

Video-modality features: The features are extracted using a
Siamese region proposal network (RPN) [19]. The Siamese
RPN takes a template image and a detection image as input,
detects similarities between these images, and outputs the
location as a bounding box. The Siamese RPN consists of
a Siamese neural network and an RPN. The former extracts
the features of the image, and the latter uses the extracted
features to calculate the similarities to the template image from
the detected image. In the literature [19], existing CNNs such
as AlexNet [4] are used as the Siamese network, but in the
proposed method, a simple CNN consisting of four layers is
used to greatly reduce the computational cost. Because the
recognition decision is made by the BAM, the role of the CNN
is just to extract feature values, and an encoder like a shallow
CNN is suitable for this purpose. The feature values are 128-
dimensional data from the output of the Siamese network
(image features) corresponding to the bounding box output
by the RPN.

Location-modality features: The feature values of the lo-
cation modality are the 3D world coordinate system data
calculated from the camera direction vector and the depth
information integrated from multiple frames. Thus, the feature
values to be fed to the BAM are 3D data, such as the x-y-z
location in a world coordinate system.
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Fig. 3. Example of CRF graph structure

Note that for both modality, to enable one-shot learning,
that is, to use just one representative image and eliminate pre-
training, only the first image of an object in the video where
each object is first seen is used to calculate the feature values.

III. METHOD

The BAM makes a decision for each frame of the video
and location observation in chronological order, and outputs
the confidence level for each attractor. The BAM makes a
decision for each frame in chronological order for each video
and location observation, and outputs the confidence level for
each attractor. In unimodal object recognition, the object with
the highest confidence is the recognition result. The confidence
level is given to the input of the BCI, and the decision is
made by performing Causal Inference. In multimodal object
recognition, in the model average process, the object with the
lowest cost is output as the recognition result [11]. In object
recognition with CRF, BCI outputs are used as inputs of a
CREF that outputs the recognition result.

Then we will discuss how to recognize multiple objects con-
sidering spatial contexts with a CRF. From a single bounding
box, a number of features are extracted for each modality,
which are processed by the BAM and model averaged by
the BCIL. In other words, we get one output as a vector
from one bounding box. To make object recognition, we
build a conditional random field (CRF) with outputs of the
BCI as nodes, and it decides recognition results as a label
corresponding to each bounding box.

A method for assigning objects in a video to nodes in a CRF
graph is described in [20]. We also define an energy function
on the labels of objects that can be minimized to obtain the
optimal solution. We use the Belief Propagation to find an
approximate solution in this paper.

To begin with, we set the following constraints. They are
not appropriate for real-world environments and need to be
changed in our future studies. Then, the graph we constructed
is shown in the figure 3. We explain how the CRF recognizes
multi-objects from BCI output below.

o The input data is streamed without any loss.

o The input data has a one-to-one correspondence with the
attractor.

« Each attractor stores a different object.

1) Energy Function: This CRF explores x that minimizes
the Gibbs energy FE(x) for the input I to output a good



recognition result x with more correct answers. The energy
function is as follow:

E(a|I) Zwu vl L)+ p(iyzy),  (3)

i<j

where I; is BCI’s estimation of the features obtained from
the i-th bounding box, z; is the label to be the ¢-th output
of the CRE, ¢, (x;|I;) is the unary potential which represents
the difference between the input I; and x;, and ¢, (x;, ;) is
the pairwise potential which represents various constraints of
objects. We define the unary and pairwise positions as follows:

Gu(will;) = KLD(U,, |I}*) + KLD(U,, | I}°°), (4)
wp(xivxj) (1 - |xi - xj|)97 (5)

where KLD(P||Q) is Kullback-Leibler divergence [21]
which is a measure of the difference between two probability
distributions, |x; — x;| is 0 if x; = x;, and otherwise it is 1,
U,, is a vector (0...0,1,0...0) where the z;-th element is 1
and the others are 0, and 6 is the penalty when z; = z; despite
the constraint that there are no objects that are the same. From
the above definitions, the = that minimizes the energy function
defined in Equation 3 is the appropriate solution for input I.

2) Belief Propagation: There are many ways to find the
minimum value of a function, but in this paper, we have
adopted the Belief Propagation method [22]. In [22], it is
shown that the Belief Propagation method was used to find
the optimal solution for CRF. In this method, each node sends
a message to its neighbors, and updates its own state. In detail,
the algorithm can be divided into the following steps.

1) Determine the initial value of the node ¢’s state x; and
messages m; ;(x;) to itself by calculating only the unary
potential only.

2) A message m; j(x;) is sent from node ¢ to node j.

3) Update the state of node i to zj.

As the constraints become more complex, we need to repeat
steps 2. and 3. multiple times. In step 2, the calculation of the
message 1M, ;(x;) is done as follow:

1 5 ()
= min(yy (25|L) + vy ag) + Y walei), (©)
‘ keEN;\j
and we defined the rule updating z; as follow:
> i), (D)
kEN;
IV. EVALUATION

xf = arg mm (o (2| I;) +

Here, we assume the system shown in Figure 1, and evaluate
the proposed method as one that performs video analysis
processing at the edge.

A. Environment

As for the computational time of the proposed method,
the most computationally intensive part is the part where
128-dimensional video features are input to the BAM, z;
is estimated, and the confidence level is output. We use a
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desktop PC (CPU: Core-i7 10750H, RAM: 16.0 GB) for
feature extraction of data obtained from sensor instruments
and a desktop PC (CPU: Core-i7 8700, RAM: 16.0 GB) for
recognition in BAM.

In our envisioned digital twin concept, local virtual worlds
are connected to form a global digital twin. The local world
here refers to the status of a small space, like a single room,
where local real-time interactions are expected, thus data such
as the position and status of local objects are maintained
locally. In this research environment, feature extraction and
recognition are performed by different devices. In this research
environment, feature extraction and recognition are performed
by different devices. Feature extraction is performed at each
sensor terminal, and recognition is performed at the edge
device in each room.

For the video dataset, we used a real measurement public
dataset of various objects (Yale-CMU-Berkeley Object and
Model set) [23]. Figure 4 shows the video data used for input.
For each frame and each of four objects in the video data,
we extracted the features of the video modality and location
modality using the method in Section II-C a). As for the
two parameters of the BAM, (g, ), we set (0.3, 2.5) for
the video modality and (1.5, 0.04) for the location modality.
In the following evaluation, for each object, we determined
whether the object was correctly identified when the video
modality and location modality features were observed. For
this purpose, the BAM stored the feature values of each of the
video and location modalities for the four objects. Similarly,
Figs. 5 and 6 show video data with three and six objects in
each image, respectively. We used these three video data sets
to evaluate the proposed method.

For the video modality in this evaluation, we assumed one-
shot learning for AR applications, and thus only the first image
of the object in the video was used as training data, and thus,
we cannot compare directly our results and existing CNN



based object classification methods. We can compare our BAM
output of the video modality and the output from classification
branch of Siamese RPN. In the latter case, recognition results
are given for each video frame independently without consid-
ering other frames in the sequence, so this would suffer from
recognizing an object from motion video data than our method
using BAM. Therefore, in this evaluation, we compared our
method with Oracle data, i.e. expected results.

B. Result

1) Unimodal Object Recognition: Figures 7 shows the
confidence outputs of the BAM. In these figures, the left
Confidence Modal 1 represents the video modality, and the
right Confidence Modal 2 represents the location modality. The
same is true for the modalities in the subsequent figures. The
object with the highest confidence is used as the identification
result. For 4-objects recognition, the correct response rate of
the BAM with video modality only was 79.41%, and that
with location modality only was 81.66%, where the correct
response rate is defined as the percentage of identification
results output per input that match the observed object. The
4-objects recognition, are summarized in the unimodal row
in Tables I, II and III. In Fig. 7, the vertical axis is the
confidence level in normal logarithm, which is the result of a
decision about which object is currently being observed, and
the horizontal axis is the time step. The output of the 3-object
recognition is stable, but we can see that it becomes unstable
as the number of objects increases. Next, we will focus on
whether this unstable output can be improved by multimodal
recognition.
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2) Multimodal Object Recognition: The confidence lev-
els in the video and location modalities, obtained in Sec-
tion IV-B1, are given to the BCI to evaluate the results of

integrating Causal Inference and discrimination results. In
Tables I, II and III, each “Multimodal” modality shows the
percentage of correct responses resulting from performing
Model Average on each modality. In Model Average, the
output is based on one modality while the other modality
complements the recognition result. We do not discuss in this
paper which modality should be treated as the main one in
multimodal, and consider it as a future issue.

Obj. 1 in Table I and Obj. 1 in Table II have a high rate
of correct answers in unimodal recognition and show little
change, but when only one of the modalities has a high rate
of correct answers, there are improvements in the recognition
results. It is also important that the recognition of modalities
that were originally good has not been affected much for the
WOrSse.

3) Object Recognition with CRF: To the above multimodal
recognition result, we further impose the constraint “no two
objects are the same” to make it multi-object recognition.
These final percentages of correct answers are summarized
in Tables. I, II, and III. For three- and four-object recognition,
sufficient accuracy has already been obtained at the unimodal
and multimodal levels. This is because there is little overlap
between objects in a video frame and the observed values are
stable. In such cases, imposing too strong constraints and their
penalties will adversely affect the recognition accuracy. For
example, if the correct answer label is (1, 2, 3, 4), and the
BCI answers (1, 1, 3, 4) without successfully recognizing the
second object, the recognition result may be set to (2, 1, 3, 4)
due to a penalty. This has not resulted in a significant decrease
in the rate of correct answers, but it should be kept in mind.

On the other hand, the recognition result of 6 objects is
positive. As can be seen from Fig. 6, there is a lot of overlap
between objects, and there are objects for which the observed
values are not accurate to begin with. It can be read from
Table. III that such objects are helped by multimodal recog-
nition to recognize other objects. We can see that objects that
could not be recognized properly even with multi modality are
now recognized correctly. Although the recognition accuracy is
a little lower than the unimodal, it is less accurate than the
average of the two modalities.

C. System level evaluation

We have confirmed that the combination of multiple modal-
ities can make up for the inaccuracy of the unimodal method
and achieve more accurate decisions. The actual computation
time is 1.18 ms per frame input, applicable to 30 fps and 60 fps
video. While the video features extracted from the sensor data
had 128 dimensions, the confidence level output to the cloud
is the number of attractors (6 at most in this environment).
We have shown that we can significantly reduce the amount
of data sent to the cloud.

V. CONCLUSION

We have created a flexible system that can compensate
for the instability of one source of information with data
from another source. We incorporated features of the brain’s



TABLE I
3 OBJECTS CORRECT RESPONSE RATE (%)

[ Modality [ Ob;. 1 [ Obj. 2 [ Obj. 3 [ Total ]
Unimodal video 99.7 85.0 68.3 84.3
Unimodal location 99.6 98.5 39.2 79.1
Multimodal video 99.6 93.4 94.7 95.9
Multimodal location 99.6 97.8 39.2 78.9
CRF version 97.4 96.8 96.8 97.0

TABLE 1T
4 OBJECTS CORRECT RESPONSE RATE (%)

[ Modality [ Obj. 1 [ Obj. 2 [ Obj. 3 [ Obj. 4 [ Total ]
Unimodal video 100.0% | 252% | 97.8% | 94.6% | 79.4%
Unimodal location 99.6% | 97.7% | 29.6% | 99.7% | 81.7%
Multimodal video 99.6% | 82.1% | 98.5% | 98.5% | 93.8%
Multimodal location 99.6% | 97.7% | 36.6% | 99.7% | 83.4%
CRF version 97.7% | 97.7% | 98.3% | 98.3% | 98.0%

ABLE TIT

6 OBJECTS CORRECT RESPONSE RATE (%)

[ Modality [ Obj. 1 [ Obj.2 ] Obj.3 [ Obj. 4 [ Obj. 5 [ Obj. 6 [ Total |
Unimodal video 85.3 99.4 95.9 91.7 96.9 73.7 90.5
Unimodal location 39.8 92.6 67.8 92.0 74.6 66.6 | 72.2
Multimodal video 752 99.4 96.5 94.8 96.9 83.0 | 91.0
Multimodal location 39.8 92.7 67.9 92.2 74.8 66.6 | 72.3
CREF version 94.5 83.8 83.2 924 86.6 86.8 87.9

recognition of spatial and temporal context by conditional
probability fields.First, we discuss processing speed. As the
number of objects to be recognized increases, the number of
bounding boxes increases, and each BAM and BCI will run
in parallel to create a larger graph. In this paper, the nodes
in the graph are connected to all the others, which increases
the exchange of messages. We need to work out how to create
graphs and how to connect nodes. Specifically, it could be to
create pairs of nodes that do not need to be connected with new
constraints. The way constraints are defined may also need
to be automated. And we consider the percentage of correct
answers. The recognition accuracy of BAM is significantly
degraded if incorrect data is stored in the attractor.The same
is true if there are too many attractors. In this paper, the first
video frame was memorized, but we need to improve this.
There are several possible ways to improve it, such as getting
an average of several frames, or updating the attractor over
time. On another note, we need to build a higher level of
cognitive layer in order to realize the digital twin. Figure 1
shows the structure of the digital twin as we envision it. The
configuration of the edge devices has been discussed in this
paper, but there is no idea yet of a higher-level system that
integrates the information obtained from each edge. Simulation
with a built-in temporal context is also a future task.
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